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Abstract 

Currently available Digital Signal Processors @SP) offer extremely 
high computational performance, yet no convenient mechanism is avail- 
able to solve the in-don problem. 
Transputersaredesignedas building blocks forlargeprocessormys. 
Both hardware andsoftware suppathedisaibutionofprocesses across 
configurations of multiple processors in a scalable way. Amy of proces- 
sors can be reconfigured by means of commercially available crossbar 
switches. 
Wedescribeamodulethatintegrates thecomputingpoweroftheDSP 

with the unnrnunication facilities of the Transputer in an industry standad 

package. 

1, Introduction 

Currently available Digital Signal Processors (DSPs) offer extremely 
high computational performance fora wide variety of signal processing 
needs. It is o f h  necessary to p m s  a large number of signals in parallel 
and to correlate their behavior. The use of an array of DSPs for this 
purpose is very attractive, but no standard and convenient mechanism is 
available to solve the intemnnection pblem. 

?fanspums(fromINMOS),onthe~~hand,aredesignedas building 
blkks for large processor arrays. Both hadware and software (Occam), 
support the distribution of processes across configurations of multiple 
proassars in a scalable way. Arrays of processors can be reconfigured by 
m a n s  of commercially available crossbar switches. However. Transput- 
ers 1agbehindDSPs inprocessingpower. Forexample, acomplex 1024 
point fast Fourier uansfom of a complex array can run an order of 
magnitudefasteronaDSPthanon aTransputer. 

Tofacilitatethepalprocessingof manycorrelatedsignals wepro- 
~ O S C  to h d f ~  thc intcgratiOn of the two teChn010gieS; DSPs for acquiSi- 
tiOn andinitial-sing of digital signals and Transputas b-- 
tion and 0veraU signal carelaton. 

2. Didtal S i d  Processors 

Digital signal processing is concerned with the real-time treatment of 

digitized analog signals which are discnte in both amplitude and time. 
Digital signal processors [l] are special purpose microprocessors de- 
signed to be particularly efficient for this sort of computations. The distin- 
guishing feams of DSPs compared to conventional m i ~ s s o r s  are 
separate program and data memories ( Harvard architecture) and their 
emphasis on multiply-accumulate operations. DSPs are stripped down 
processors optimized f a  simple, repetitive cddations with v&y high data 
flow. 

T~aditionally, DSPs have been considered diffhdt to p g r a m  efficiently 
without assembly language coding and fine tuning. However, this situation . 
is now changing as manufacturers offerdesign aids such as libraries and 
software sinmlators. 

Among the wide variety of DSPs on the market, we have chosen to 
work with the AT&TDSP32C [2] which is a state of the art 32-bit DSP 
including on-chip memory, floating point hardware and three separate 
DMA channels for high speed input/output. Its peak performance is 
quoted by the manufacture as 25 mops. 

3. Transputers 

The INMOS mansputen [3] are powerful micmomputen of which the 
c m n t  generation is containing on a single chip the following features: an 
inte.ger processor, a floating point processor, 4 Kbps of fast memory, four 

U )  Mbps Conrmunicalionlinks, two timers and areal timekemeL Transput- 
ers were designed to be c o ~ e ~ t e d  together and work cooperatively. The 
Occam language, designed by David May and based on idea of Prof. Hoare 
[4], has been developed to facilitate the parallel programming of' 
Transputer arrays. 

~ehighle~lofintegrationofthetransputerpennitsa~etesystem 
ofprocessor, memory a n d m  to bemlized in less than four square inches 
of printed circuit area A standad packaging, the dual-in-line Transputer 
Module (TFUM)[5] permits such a system to be pluggeddirectly into a 
socket on a motherboard. The socket carries power, clocks, links and 
resets between the TRAM and the motherboard. Typical motherboard 
has 8 to 10 slots. In the 8 slot motherboard, the footprint of the socket is 
defiied such that eight adjacent sockets may be occupied by eight size 1 
TRAMS, four size 2 TRAMS, two size 4TRAMS or one size 8 TRAM. 
In this way a standard motherboard may be. configured according to the 
processing needs of the application. 

4. Fast Digital Parallel Processing module 

In order to test an idea of mixing Transputers and DSP's we have 
decided to construct a test vehicle, the Fast Digital Processing module 
(FDPP), to measure the performances and test its programmability in a 
High Energy Physics Data acquisition environment. 



4.1. Hardwm 

’Ihe initial packaging ofthe FDPP is as a 4 unit TRAM board allows 
us to add DSPs to existing TRAM based Transputer systems with relative 
ease. The FDPP is equivalent to the widely used INMOS B404TRAM 
board plus a DSP and an input port for digitized data 

Themodule contains twoprocessors,a25MHzTSOOTransputer and a 
50MHz AT&TDSP32C. The Transputer is equippedwith 2 Mbytes of 
external DRAM in addition to the 4 Kbytes of fast on-chip RAM ( 40ns 
cycle time). 

The Transputer shares access with the DSP to two memory banks 
whichcanbeswitchedbytheTransputerbetweenthetwoprocessorsin 
1 m .  

Each memory bankis built of 128 Kbytes of 35 ns SRAM. One of the 
Transputer links is used as a single byte ‘‘mailbx” to and from the DSP. 

The DSP has access to the two switchable memory banks ( 60 ns 
cycletime) as well as its on-chip memories ( 20 IIS cycle time). In addition 
there is a 16-bit wide 25 Mhz FIFO input port for digitized signals. 

Data is storedin the FLFO by an externally generatedwrite signal, the 
FIFOcan also be reset externally. A FIFO full signal is generated by the 
FDPP and the DSP can send a reset to the external data acquisition 
equipment. Data can be transfemd between the FIFO and the DSP 
mermries by its on-chip DMA mmller at a rare of one l6bit wcad every 
160 nsec. 

Ingeneralthe&taparhoftheFDPP~owstwomechanismsfarpassing 
data between the Transputer andDSP 

The DSP has a double role. Firstly, it aets as an intelligmt and powerful 
ht-endfor acquiring data. secondly, it acts as aperformance booster to 
the Transputer ( a likely one oxder of magnit& improvement for the digi- 
talsignal~ingapplicatioIISunderconsiderati on). 

The DSP is not to be used as a co-processor to implement specific in- 
structions, butrathertooff-loadcertaincomputationallyintensivealgo- 

pattern recognition, filter and FFb, €mm the Transputer W c h  is seen as 
the master. 

r i~ l ikematr ixmanipu la t i~~g ,~ f ind ing ,c lus ter f ind ing ,  

4.2. Software De velommnt S w  

We expectittobeitraightardto incorporate theFDPPTrausputer 
into existing software environments, it will simply appears as any other 
processor in an array of interconnected TRAM boards. Immediate use 
canbe madeoftheINMOS softwaredevelopmentsystems,inpamcular 
the Transputer Development System (TDS) [q and Toolset [7J The 
Transputer can be programmed in the Occam language developed by 
INMOS for parallel processing applications andalsoin well established 
high level languap such as Ftn~an, C and Pascal. Recently UNIX-lila 
operating systems for multiple Transputers such as =OS have be- 
cane available @]. 

The DSP will be programmed in either assembly language or in C. A 

Table 1 lists a small subset of these routines t o ~ k  with their execution 
times on the ATBrTDSP32C. Cross software for the DSP could also be 
developed on a host computer running UNIX or MSDOS o p t i n g  
System. 
A simulatorfortheDSPis also providedon theIBM PC which we have 

chosen as a host. 
Forthehardwaxe&buggi.ng,wewilluseanin~em~avajlable 

for the IBM PC. 

l i b r a l y o f s t a n d a r d m ~ i s ~ f o r m a n y m m m o n l y u s e d ~ ~  

- short messages are transferred using Transputer links, providing syn- 
chnization automatically. 

- large blocks of data are communicated using the switchable memory 
banks. 

The Transputer always acts as the master processor. It can reset the 
DSP underprogramcontrol. The DSPUO port is used by the Transputer 
for loading programs into the DSP and monitOring/conmlling its activity. 
The input FIFO port can be switclxd from the DSP to the Transputer, thus 
the FDPP can be operatedwith or without theDSP. This is a useful feature 
for both the debugging phase and for later performance analysis. 

Fig 1 showshowthebasicFDPPbuildingblockcanbe 
used to synthesize an anay of communicating signal processing nodes. 

A ptotypeFDPPhas been canstnmedandis being tested. Fig2 shows 
the board layout, components have been mounted on both sides of the 
printedcircuitboard 

ArraysofDSPs havealreadybeenusedinhighenergyphysicsexperi- 
S n t s  pi.   ow ever, the interconnections - made in an way ami 
allprograrmning dane in assembly language with the absence &an operat- 
ing system. The described projmt is an attempt to use a well defined 
interconnectiOn system and bene& from the availability of high level lan- 
guages and where appropriate the features of an operating system. This 
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Table 1. partial list of the AT&TDSP32 Library routineS. 

Implements the rcal, least-meamquare ( L M S )  

FFTROUTINES 
aaih 

AME I DESCRIPTION 

2.08M.8 P 
lscc 

two3x3matrices. 
Multiply two 5x5 Inmices. 

~inf inioeimpuisenspanseMta.  

pairofdigital~f irantbestateval iabesd 
Returns an estimate of the square amplitude of a 

CalculatesthefastFouritrtran$orm(FFZ?ofa 
complex m y .  The size of the array must be a 
powerof2andthemaximummy sizeis4096 
calculates a complex 1@24-@t fast Fourier 
transform 0. Separate my arc used w 
storethedandimaginarypartsuf&Ga 

GWHICS/IMAGIN ROUTINES 
Converts anarray of c o l m p i x c k ~ n t e d  by 
16bits per pixel (5 bits per color) to an array of 
Dkels with a 5-bit pm scale. 

I I~APTIV'EFILTERROVTINES I 

(N=64) 
172usec 

3.22msec 

0.72+8.1N 
usec 
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WE is an AT&T trademark 

lMS and OCCAM are INMOS trademarks. 
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TRANSPUTER CLUSTER 
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Fast Digital Parallel Processing module (FDPP) 
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Fig. 2 
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