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ABSTRACT

The Convolutional Neural Networks (CNNs) have achieved
breakthroughs on several image retrieval benchmarks. Most
previous works re-formulate CNNs as global feature extrac-
tors used for linear scan. This paper proposes a Multi-
layer Orderless Fusion (MOF) approach to integrate the ac-
tivations of CNN in the Bag-of-Words (BoW) framework.
Specifically, through only one forward pass in the network,
we extract multi-layer CNN activations of local patches. Ac-
tivations from each layer are aggregated in one BoW model,
and several BoW models are combined with late fusion. Ex-
perimental results on two benchmark datasets demonstrate
the effectiveness of the proposed method.
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1. INTRODUCTION

Given a certain query image, image retrieval |11} {13} |23
25|24, 126| aims at returning similar images from the database.
To reliably measure the pairwise similarity between images,
low level handcrafted descriptors (e.g., SIFT [15]) are usual-
ly plunged into Bag-of-Words (BoW) model. These low lev-
el descriptors capture the local patterns of images, making
BoW pipeline robust to occlusion, truncation, and rotation.

Given a visual vocabulary learned off-line, BoW counts
the frequency of local descriptors in an image. As a con-
sequence, each image is encoded using a visual histogram,
which is later compared under cosine distance |16] or Hellinger

kernel [1]. To reduce the quantization loss, the “soft-assignment”

strategy [19] is proposed, which assigns each local descriptor
to more than one visual words. Simultaneously, larger effort-
s are also devoted to more advanced encoding methods [12,
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20] and postprocessing algorithms [7} {22} |4].

In recent years, deep learning approaches have demon-
strated superior performances in various applications in mul-
timedia community, such as image categorization (6] [14],
3D shape recognition [5], object detection [§], etc. In |9, |3
2, 21], Convolutional Neutral Network (CNN) is used as a
generic feature extractor for image retrieval. The extracted
features are usually activations of the high layers of CNN
(e.g., fully connected layers), taken as holistic representa-
tions which can reveal the high level semantics of images.

In this paper, we propose an effective Multi-layer Order-
less Fusion (MOF) method to simultaneously capture the
low-level patterns and high-level semantics of images by us-
ing a single deep neutral network. While previous works
typically focus on the discriminative ability of activations
from high layers, we observe that the activations from low
layers (e.g., convolution layers) of deep neutral network are
effective as low-level cues for image retrieval.

In order to capture the local visual patterns of images, we
extract these descriptors on densely sampled patches. This
is the primary difference compared with previous works |3} |2
21] which use the global images. To estimate the matching
strength between two images, we use the conventional BoW
model, accelerated by inverted index [16] to reduce the com-
putational complexity and memory usage. By doing so, we
are capable of achieving satisfactory retrieval performances
with acceptable indexing cost.

Meanwhile, inspired by Hamming Embedding (HE) [10],
these features are also binarized to improve the matching
accuracy. Furthermore, to leverage the complementarity be-
tween the low level patterns and high level semantics, we fuse
the activations from different layers in the score level. As
opposed to Multi-scale Orderless Pooling (MOP) [9] that ag-
gregates activations of images at different image scales, the
aggregation in this paper is applied to activations of differ-
ent layers of deep neutral network. As a result, the retrieval
performance is improved further due to the integration of
low level cues and high level semantics.

The rest of this paper is organized as follows. The pro-
posed MOF framework is described in Section In Sec-
tion[3] the experimental results are presented and discussed.
Finally, we conclude in Section

2. PROPOSED APPROACH

In this section, we give a formal description of the pro-
posed Multi-layer Orderless Fusion (MOF) based image re-
trieval pipeline. Figure [ illustrates the framework of the
proposed method.


http://dx.doi.org/10.1145/2964284.2967197

Dataset Image Patches CNN-M-128 Codebooks
Conv Conv2 Conv3 Conv4 Convs Fe6 Fe7 Fe§
I-»l-» »l»& ‘ '
Max-poolmg ‘ Q

Query Image Feature Extraction

_%_ L.
Hamming

Quantization

Inverted Indexes

&

] Image ID
TF

[ Hamming Signature

@

10011100+« +| = ] & 5
128 bits —
Embedding =N
= —

Score Fusion Retrieval Results

Figure 1: The pipeline of the proposed approach.

2.1 Multiple Deep Convolutional Description

Despite that several previous works [9} [3] claim that fully
connected (Fc) layers give the best results compared with
other layers when performing image retrieval, activations
from convolutional layers should not be ignored since they
preserve more instance-level details, which are especially
meaningful for local area based image retrieval. In this pa-
per, a fully connected layer, the last convolutional layer, and
an intermediate convolutional layer of the CNN-M-128 @
model are employed to construct the multiple deep convo-
lutional description. The 7th layer (Fc7) activation of this
model is compact with 128 dimensions and yields a compet-
itive performance that will be discussed in the experiments.

For the convolutional layers, sum-pooling and max-pooling
are applied separately to generate feature vectors. Given
the pre-trained CNN-M model C, deep convolutional feature
maps f! are obtained by passing image patches P through
the network C, with [ presenting different layers. The size
of f! can be denoted as w' x h! x ¢!, with w', k!, and ¢
denoting the width, height, and the number of channels of
the layer [, respectively. Then sum-pooling is performed on
f!, aggregating each feature map into a single value, result-
ing in pl,, € RIx1x¢!
Dsum (k), then

. Denote the kth element of pl,,, as

wt

hl
=)D [k

i=1 j=1

k=1,2,...,¢. (1)

Psum

The max-pooling version also generates a 1 x 1 x ¢ di-
mensional pl,,. as

Prmaz (k) = flGgk), k=12, (2)
1< <jG<hl

In this paper, the convolutional layers employed have 512

convolutional kernels, so the pooling result is a 1 x1x512 di-

mensional feature, which is then reshaped to a single column

vector.

2.2 Two-step Quantization

In this section, we explore a feasible way to integrate
deep features into the Bag-of-Words (BoW) structure, which
is compatible with previous complementary techniques like
Hamming Embedding (HE) in the hand-crafted low level
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feature based retrieval field at the same time. The proce-
dures of assigning CNN features to visual words and gener-
ating binary signatures are two steps of quantization, with
the Hamming codes acting as a finer division to boost the
discriminative power of quantized features.

To get an adequate number of descriptors for constructing
the BoW description of images, we densely sample image
patches on a fixed size of 224 x 224 through a sliding window
method with a stride size of 32 on the grid. We denote the
set of image patches as P which is the input of the CNN-M-
128 model C, where P = {Py, P», ..., P,} includes n image
patches in total. After the forward propagation through the
pre-trained network C, n features are obtained from each
layer for a single image.

Considering activations from the three different layers sep-
arately, we train codebooks using Approximate K-Means
(AKM) clustering, followed by assigning features to the
nearest visual word of the corresponding quantizer using the
Approximate Nearest Neighbors (ANN) algorithm. Multiple
Assignment (MA) is applied in this quantization step to
expand candidate visual centers for boosting recall. In this
paper, the vocabulary size is set to be 20k and a feature is
empirically assigned to three visual words.

Based on the built BoW structures, the inverted indexes
are individually constructed, storing image IDs and Term
Frequency (TF) scores aligned to the visual words. As com-
plement for visual words, Hamming Embedding (HE) is
employed in this paper as a binary signature to refine the
matching results by sub-splitting the quantized feature s-
pace. Assuming that the dimension of the original feature
is ¢!, and the code length after Hamming Embedding turns
into k (h < ¢') which is set to be 128 in this paper, then a

transition matrix P!, with P’ € Rh*cl, is trained to project
both training data and target features from the ¢! dimen-
sional CNN description to another h dimensional space.

It should be paid attention to that the transition matrix
P! differs between layers. That may cause different informa-
tion loss among the three layers, since convolutional layers
obviously suffer more from the dimensional reduction. How-
ever, in our experiments, the two convolutional layers still
gain comparable performance with the fully connected layer
in this condition, proving the discriminative power of region-
al CNN descriptors.



2.3 Multi-layer Orderless Fusion (MOF)

Inspired by Multi-scale Orderless Pooling (MOP) ﬂgﬂ, which
extracts 4096-dimensional features from the fully connected
layer at multiple scales, we proposed another Multi-layer Or-
derless Fusion (MOF) approach, where CNN features from
convolutional layers are also taken into consideration with
all the features extracted at the same single scale. Our work
is different from MOP on three aspects, i.e., features, quan-
tization methods, and scales, though we both make efforts
to explore local CNN based retrieval.

The two main advantages of the proposed MOF are: First,
the convolutional layer activations can present low and me-
diate level cues apart from the high level semantics from the
fully connected layer, so the fusion of them is complementary
to each other. Second, all the activations can be obtained by
passing a set of single scaled image patches through the deep
neural network only once, without being extracted individu-
ally by several times. In addition, the activations employed
in this paper are of much lower dimension than the 4096-
dimensional ones utilized in previous works [9} [3] while the
proposed approach still yields competitive performance.

Let z and y be two feature vectors in Fi, where x,y € Rcl,
the matching score between them is defined as

_ Jidfiey, a(z) = aly),
0, q(z) # q(y),
where g(z) and ¢(y) represent the visual words correspond-

ing to x and y, respectively, and idf y is the Inverse Doc-
ument Frequency (IDF) of ¢(z),

3)

a(z

idf () = log (4)

Ng(z)’
where IV is the amount of images in total, and ng(,) counts
for those ones containing ¢(z).

Taking the binary signature into consideration, the match-
ing results in Equation are filtered as

. 102 _
Sp = {E)df‘Z(z) * Wh, q(a?) = Q(y) and d(brvby) < di, (5)

otherwise,

with wy, added as a matching strength

2
wp = exp <_M27by)> . (6)
ag
b, and b, are Hamming codes of feature vectors z and y
respectively, and d(bsz,by) measures the distance between
them as
h
d(bz, by) = sz(l) @ by (),

i=1

(7)

where @ means bitwise XOR operation. d; and o are pa-
rameters determining the acceptable intra-centroid distance
and the weighting magnitude, which are set to be 52 and 30,
respectively.

To aggregate the effects of multiple layers, score fusion
scheme is adopted as

Sp = ZZSZ(@/ tff](z)?
l T

where ¢ f fz(x) denotes the Term Frequency (TF) stored in the
inverted index of node ¢(z) corresponding to layer .

(8)
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Figure 2: Image retrieval performance with activa-
tions from different layers.

3. EXPERIMENTAL RESULTS

To evaluate the effectiveness of our approach, we perform
retrieval experiments on two benchmark datasets, the Holi-
days dataset and the UKBench dataset . The Holi-
days datset contains 1,491 holiday images, of which 500 im-
ages are used as queries. Mean Average Precision (mAP)
is used to evaluate the retrieval accuracy. On the UK-
Bench dataset, there are 10,200 images from 2,550 object
categories, with each containing 4 images. In this dataset,
NS-score (average top 4 accuracy) is used to measure the
retrieval accuracy.

In the following, we first compare the performance of ac-
tivations from separate layers when applying the proposed
local CNN based Bag-of-Words (BoW) framework with and
without Hamming Embedding (HE). Then experiments on
multiple layers are discussed to demonstrate the effectiveness
of the Multi-layer Orderless Fusion (MOF) scheme. Finally,
we compare our method with other CNN based works. In all
experiments we use the pre-trained CNN-M-128 model @

3.1 Single Layer Evaluation

In our experiments, we choose activations from three lay-
ers in total, namely convolutional layers Conv3, Conv5, and
fully-connected layer Fc7. For Conv3 and Conv5, we use
sum-pooling and max-pooling to aggregate the convolution-
al layer feature maps, respectively. All activations undergo
a square rooting for each dimension and L2 normalization is
performed to generate the final feature representation.

We summarize the image retrieval accuracies on Holidays
and UKBench datasets in Figure [2] with respect to different



Table 1: MOF results of different layers

Layers Comb. Holidays UKBench
sum max sum max

Conv3+Convj 67.23 69.80 | 2.67 2.68

% Conv3+Fc7 72.60 75.14 | 2.85 2.75
@ Convh+Fc7 74.05 75.36 | 2.74 2.93
Conv3+Convs+Fc7 | 75.94  76.75 | 2.96  3.00

= Conv3+Convs 79.74 8234 | 322 3.39
T Conv3+Fc7 81.15 84.71 | 3.50 3.44
% Conv5+Fc7 83.58 83.85 | 3.26 3.51
R Conv3+Convs+Fc7 | 83.78 85.82 | 3.38 3.53

layers, with or without applying Hamming Embedding (de-
noted as BoOW+HE and BoW, respectively). From Figure
we observe that: 1) Except for BOW+HE on UKBench
dataset, the activation from Fc7 layer generally achieves the
best performance among all layers, demonstrating the ef-
fectiveness of the highly abstract feature representation in
the CNN architecture; 2) For convolutional layer activations,
max-pooling generally has a better performance compared
to sum-pooling, which is probably because max-pooling is
more robust to slight geometric transformations; 3) For ac-
tivations from all layers, adding Hamming Embedding in our
method dramatically improves the retrieval accuracy.

The best performance is achieved by Fc7 layer features
on Holidays dataset, where the mAP value reaches up to
81.12%. While on UKBench dataset, max-pooled Conv5
layer features generate the highest NS-score as 3.41.

3.2 Multi-layer Orderless Fusion Results

While the proposed CNN feature representations of sep-
arate layers achieve satisfatory results on two benchmark
datasets, we further perform Multi-layer Orderless Fusion
(MOF) as described in Section to boost the discrimina-
tive power of our method.

Since in the CNN architecture, low layers can extract some
low-level visual patterns such as textures and shapes, while
high layers usually extract high-level semantics, the fusion
of different layers is expected to generate better results than
the separate counterparts. The experimental results are in
Table We can see that the fusion of all three layers
achieves the best performance for both BoW and BoW+HE,
while the fusion of one convolutional layer and one fully-
connected layer generally perform better than the fusion of
two convolutional features. Applying Hamming Embedding
greatly improves the BoW representation, and max-pooled
features outperform the sum-pooled counterparts.

The best mAP result on Holidays dataset is 85.82% by
using max-pooling and fusing three layers with Hamming
Embedding. On UKBench dataset, NS-score 3.53 is achieved
with the same experiment settings.

We compare the proposed Multi-layer Orderless Fusion
(MOF) method with other state-of-the-art CNN-based al-
gorithms, including Neural Codes [3], Multi-scale Orderless
Pooling (MOP) [9] and Patch-CKN [17]. The comparison
results are shown in Table ] On the Holidays dataset,
our method gains a remarkably improvement over the com-
pared works for more than 5% in mAP, demonstrating that
the Bag-of-Words quantization with Hamming Embedding
works well with deep CNN features and outperforms the
vector of locally aggregated descriptors (VLAD) [12] based
pooling schemes used in previous works.
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Table 2: The comparison with CNN-based methods

[ Methods | Holidays | UKBench |
Neural Codes [3] 79.30 3.56
MOP [9] 80.18 -
Patch-CKN [17] | 79.30 3.76
MOF 85.82 3.53

3.3 Comparisons

On the UKBench dataset, the result is still comparable.
The possible reason affecting the results may be that the
patches densely cropped include too much useless informa-
tion. Specifically, different from natural scenes in the Hol-
idays dataset, most of the images in UKBench have simi-
lar plain background with a single object in the center, so
patches from background are of low discriminative power
while they are great in amount. However, we may apply ob-
ject detection or salience detection techniques to avoid such
impact in the future work. In contrast, Patch-CKN [17]
extracts local descriptors on detected interest areas, which
can avoid background to a certain extent. Besides, several
feature processing tools like Principal Component Analysis
(PCA) and whitening adopted in MOP[9] and CKN-mix|17]
boost the performance in 2%. These region proposal and
postprocessing methods are to be studied in the future work.

4. CONCLUSIONS

This paper proposes a method called Multi-layer Order-
less Fusion (MOF) for image retrieval. MOF aggregates
hierarchical activations from different layers of the Convo-
lutional Neural Network (CNN), with the activations from
each layer incorporated into the Bag-of-Words (BoW) ar-
chitecture separately. With the convenience that all activa-
tions from different layers can be extracted simultaneously
by passing image patches through the deep network for on-
ly once, the proposed MOF approach is more efficient than
previous multi-scale and multi-category feature fusion meth-
ods. Our experimental results on two benchmark datasets
suggest that the CNN activations from different layers are
complementary with each other. The fusion of them under
the basic BoW framework can already achieve competitive
performances against other state-of-the-art algorithms. It is
worth mentioning that the proposed method can be easily
extended by combining other improvements (e.g., spatial in-
formation and postprocessing algorithms), which would be
considered in the future.
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