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Abstract—In the process of scheduling multiple generating
units, an up/down decision for every generating unit has to be
made for every hour on the planning horizon. Once the unit
commitment is decided for every generating unit, a generation
level (economic dispatch) from the committed unit is calculated
to minimize the total operation cost. Such a problem is known
as a unit commitment problem (UCP). Because an up/down pat-
tern is expressed with a vector of binary variables, one has to
solve a combinatorial optimization problem. Due to electricity
liberalization or the introduction of distributed power sources
in recent years, the need to solve the UCP by autonomous dis-
tributed agents, that is, solving distributed UCP (DUCP), comes
about. This paper proposes a method of solving the DUCP
with a Walrasian auction. The main feature of the proposed
method is that not only a generation-level pattern but also
an up/down pattern can be determined. The results of com-
putational experiments show that the DUCP is solved through
the cooperation of autonomous distributed agents by using the
proposed method.

Index Terms—Distributed optimization, energy management
systems (EMS), energy saving, unit commitment problem (UCP),
Walrasian auction.

I. INTRODUCTION

IN THE process of scheduling multiple generating units, an
up/down decision for every generating unit has to be made

for every hour on the planning horizon. Once the unit commit-
ment is decided for every generating unit, a generation level
(economic dispatch) from the committed unit is calculated to
minimize the total operation cost. Such a problem is known
as a unit commitment problem (UCP). The UCP is formu-
lated as a cost minimization problem under the energy balance
and input–output characteristics of generating units, where the
cost is the sum of the start-up cost of the generating units and
energy cost. The UCP is an NP-hard problem; finding an exact
solution seems difficult. Much research has been conducted
on the UCP; methods with exact algorithms (e.g., branch and
bound/cut) and heuristic algorithms (e.g., genetic algorithm)
have been proposed [1].

Most existing research considered the UCP a centralized
optimization problem. In recent years, the mechanism of
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energy supply has been greatly changed due to electricity lib-
eralization or the introduction of distributed power sources.
Considering the case where energy is supplied by plural busi-
ness entities, the need to solve the UCP without disclosing
secret information, such as device characteristics, arises. To
do this, it is necessary to solve the UCP through the coopera-
tion of autonomous distributed agents; the problem is referred
to as distributed UCP (DUCP).

This paper targets a special district that is composed of inde-
pendent business entities (agents); hereafter, such a district is
referred to as a group. In the group, day-ahead markets for
trading thermal and electrical energy are present. Each agent
has both a thermal and an electrical demand and decides on an
operational plan for the units by considering an energy trade
in the group. We have proposed a distributed energy man-
agement system (DEMS) that aims to reduce the energy cost
incurred by the entire group (group cost) through energy trad-
ing, with the cooperation of the multiagents [2]–[5]. In the
DEMS, short-term planning of energy trading and generating
units are determined through the cooperation of agents. We
have proposed a method based on a multiattribute and multi-
item auction in [2] and a method based on market-oriented
programming [6] in [3]–[5] for one period problem, that is,
the decision on the up/down pattern is not considered. In this
paper, we propose a distributed method of solving the DUCP
through a Walrasian auction. The main feature of the proposed
method is that not only a generation-level pattern but also an
up/down pattern is determined in a distributed manner.

This paper is organized as follows. Section II surveys related
works of the DUCP. Section III briefly introduces the DUCP
and the DEMS. Section IV proposes a distributed method for
the DUCP. After evaluating the proposed method through com-
putational experiments in Section V, this paper is concluded
in Section VI.

II. RELATED WORKS

As for the DUCP, a number of distributed or agent-
based approaches have been investigated. Nagata et al. [7]
have studied a method of unit commitment scheduling
in a decentralized power network based on a multiagent
system. Although they deal with the unit commitment, the
decision is made by a mobile agent and the previously
fixed order of the generators. Li and Shahidehpour [8]
and Mashhour and Moghaddas-Tafreshi [9] have conducted
research on the price-based unit commitment (PBUC).
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In the PBUC, unit commitment and economic dispatch are
decided from given forecasted market prices, and satisfying
hourly loads is no longer an obligation. Chung et al. [10]
introduced the alternating direction method to the multiarea
generation scheduling algorithm in interconnected electric
power systems. This paper deals with unit commitment, but it
is decided in a centralized manner. Ramachandran et al. [11]
presented the application of a hybrid optimization algorithm
for the distributed energy resource management of a smart grid
in the energy market. Pantoja and Quijano [12] proposed a
replicator dynamics strategy for dynamic resource allocation.
Kumar Nunna and Doolla [13] discussed distributed energy
resource management for multiple microgrids using multiagent
systems. In these three studies, unit commitment is not consid-
ered. Sharma et al. [14] proposed a multiagent modeling for
solving profit-based unit commitment and communication and
negotiation stages for agents. A coordinating agent conducts
the negotiation; thus, decision is not made in a fully dis-
tributed manner. In the above-mentioned studies on the DUCP,
unit commitment is not considered, is decided in a centralized
manner, or is decided in a distributed manner by abandoning
constraints on hourly loads, whereas in this paper, we pro-
pose a distributed method of solving the DUCP, in which unit
commitment and constraints on hourly loads are considered,
through a Walrasian auction.

A Walrasian auction is a kind of simultaneous auction.
Suppliers (respectively customers) state the amount of their
supply (respectively demand) for the goods whose prices are
decided by the market. Customers bid to maximize their own
utility function; suppliers make offers to maximize their profits
under the constraints of the production possibility set. The
market updates the price to balance the demand and the supply.
The price update procedure of a Walrasian auction is called
tatônnement. According to the general equilibrium theory of
theoretical economics, a vector of prices, in which supply and
demand are balanced, exists under some conditions, such as the
convexity of the utility function of customers and the production
possibility set of supplies. Such a vector of prices is referred to
as competitive market equilibrium. Therefore, an equilibrium
point of demand and supply can be reached through a Walrasian
auction. A tatônnement procedure does not always converge;
however, we assume that it reaches equilibrium.

Some researchers use a Walrasian auction in their research
on the UCP. Motto and Galiana [15] discussed issues and
methods for attaining equilibrium in electric power auc-
tion markets with unit commitment. They use disincentive
functions to make markets converge in the case where a
straightforward Walrasian auction does not converge; they
consider unit commitment but in a single-period UCP.
Correia [16] formulated the DUCP as a probabilistic-dynamic-
programming model and proposed a method where distributed
agents obtain probabilities for an up/down decision through
Monte Carlo simulations. Correia [16] used a Walrasian auc-
tion to decide the economic dispatch, and a centralized agent
decided on a unit commitment when an unfeasible situation
occurs. Gatterbauer and Ilić [17] proved that under certain cir-
cumstances, centralized unit commitment can lead to overall
higher social welfare than decentralized unit commitment.

Fig. 1. Example group.

Sioshansi et al. [18] examined the issue of dispatch efficiency
raised by the design of markets based on central versus self-
commitment. Solving the UCP is not the objective of these
two research studies.

III. DISTRIBUTED ENERGY MANAGEMENT SYSTEM

A. Overview

This paper targets a special district (group) that is composed
of independent business entities (agents); the day-ahead mar-
ket for trading thermal and electrical energy is present in the
group. Each agent has thermal and electrical demand for 24 h
on the next day, and some agents have generating units for
thermal and/or electrical energy. An electrical energy shortage
can be covered by purchasing electrical energy from outside of
the group; however, whole thermal energy must be produced
in the group. Selling thermal or electrical energy to outside of
the group is not allowed. Fig. 1 depicts an example group that
is composed of two factories (Factory1 and Factory2) and two
buildings (Building1 and Building2). The arrows in the figure
represent the flow of energy; a factory is a supplier that can sell
thermal and electrical energy to customers, such as buildings.
A supplier purchases electrical energy and input energy of gen-
erating units (in this paper, we use gas as the input energy),
generates energy to satisfy its demand, and sells excess energy
to customers in the group. A customer purchases energy from
inside and outside of the group and satisfies its demand.
The total cost of a group is referred to as a group cost.

The DEMS uses energy trading in the group to improve
efficiency in energy use. For example, an agent with a cogener-
ation system, which can generate thermal and electrical energy,
may have excess energy due to an imbalance of demands. By
trading excess energy in the group, costs can be reduced in
both the agent and the group. Moreover, assume that agents
that possess efficient units produce extra energy for other
agents; the group cost is also decreased in this case.

We consider an optimization problem of deciding on an
operation plan of generating units to satisfy the energy demand
of each agent. The objective of the problem could be minimiz-
ing the difference in profits by reducing the group costs among
agents, minimizing a certain agent’s profit, or minimizing the
group cost. Minimizing the cost related to the entire group
is the objective of all of the above-mentioned studies on the
DUCP, and it is the most earth-conscious. Therefore, we adopt
it as the objective of the DEMS. Moreover, it is known that
an obtained solution by using a Walrasian auction satisfies the
first-order necessary condition of the group cost minimization
problem (see the Appendix or [19]). This means that if agents
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Fig. 2. Markets in the group as shown in Fig. 1.

seek their own profit and bid honestly, the entire group cost is
minimized. In this paper, we assume that all agents are ratio-
nal; they honestly decide and bid. A research topic on making
agents honest is known as the market design [20]; it is beyond
this paper’s scope.

Generally, a generating unit cannot operate below the lower
limit (minimum output) or above the upper limit (maximum
output). When a unit begins operating, it must continuously be
in operation for a certain period of time (minimum uptime).
Similarly, when a unit stops operating, it must continuously be
suspended for a certain period of time (minimum downtime).
An operation plan of a unit is composed of up/down and
generation-level patterns. An up/down pattern is represented
by a vector of binary variables; a generation-level pattern is
represented by a vector of continuous variables. Therefore, the
DEMS must solve a 0–1 mixed integer, nonlinear program
through the cooperation of agents.

B. Distributed Unit Commitment Problem

Let us formulate the UCP for the DEMS as a centralized
problem first. We assume that every variable is non-negative.
A set of agents is denoted by P . A scheduling horizon is
denoted by T = {1, 2, . . . , |T|}. Agent i ∈ P has electrical
demand DEi(t) and thermal demand DHi(t). The set of gen-
erating units of agent i is denoted by Ui; subscript k is used
to represent a unit.

An agent is either a supplier or a customer; it can trade
energy through markets in the group. Fig. 2 depicts the mar-
kets in the group as shown in Fig. 1. As shown in the figure, a
market is set up for each time and energy. Let αx(t) be the price
of energy x, BEe

i (t) (respectively BEi(t)) be the amount of pur-
chased electrical energy from outside (respectively inside) of
the group, BGi(t) be the amount of purchased gas, BHi(t) be
the amount of purchased thermal energy, and SEi(t) (respec-
tively SHi(t)) be the amount of sold electrical (respectively
thermal) energy. Then the cost ECi(t) with respect to pur-
chased/sold energy for agent i at time t is expressed as
follows:

ECi(t) = αBEe(t)BEe
i (t) + αBG(t)BGi(t)

+ αBE(t)BEi(t) + αBH(t)BHi(t)

− αSE(t)SEi(t) − αSH(t)SHi(t). (1)

Let Aik(t) be a binary variable that represents the up/down
status of unit uik ∈ Ui (1 for up and 0 for down) and Cosik be
the start-up cost of uik. Then the start-up cost SCik(t) of unit
uik at time t is expressed as follows:

SCik(t) =
{

Cosik if Aik(t) − Aik(t − 1) = 1

0 otherwise
(2)

where Aik(0) represents the initial state of unit uik and is given,
Aik is referred to as an up/down pattern of unit uik, and an
up/down pattern of all units in agent i is denoted by Ai =
(Ai1, . . . , Ai|Ui|).

The cost TCi(t) of agent i at time t is denoted as follows:

TCi(t) = ECi(t) +
∑

uik∈Ui

SCik(t). (3)

A vector of input (respectively output) ener-
gies for unit uik of agent i at time t is denoted
by Iik(t) = (IEik(t), IHik(t), IGik(t)) (respec-
tively Oik(t) = (OEik(t), OHik(t))), where IEik (respectively
OEik) is the amount of input (respectively output) electrical
energy, IHik (respectively OHik) is the amount of input
(respectively output) thermal energy, and IGik is the amount
of gas. The input–output characteristic of unit uik is given as
function �ik, and the following equation must hold:

Oik(t) = �ik(Iik(t)). (4)

Each unit has an upper limit and a lower limit on outputs;
OEik (respectively OEik > 0) represents the maximum out-
put (respectively minimum output) of electrical energy, and
OHik (respectively OHik > 0) represents the maximum output
(respectively minimum output) of thermal energy.

The minimum uptime (respectively minimum downtime) of
unit uik is denoted by Tup

ik (respectively Tdown
ik ). Xik is a variable

that counts up/downtime, and is updated as follows:

Xik(t) =
{

Xik(t − 1) + 1 if Aik(t) = Aik(t − 1)

1 otherwise
(5)

where Xik(0) is given.
The UCP is a cost minimization problem with decision vari-

ables Aik(t), IEik(t), IHik(t), IGik(t), SEi(t), SHi(t), BEi(t), and
BHi(t) and is formulated as follows:

min
∑
i∈P

∑
t∈T

TCi(t) (6)

subject to BEe
i (t) + BEi(t) +

∑
uik∈Ui

OEik(t)

= DEi(t) + SEi(t) +
∑

uik∈Ui

IEik(t)

(t ∈ T, i ∈ P ) (7)

BHi(t) +
∑

uik∈Ui

OHik(t)

= DHi(t) + SHi(t) + WHi(t) +
∑

uik∈Ui

IHik(t)

(t ∈ T, i ∈ P ) (8)

BGi(t) =
∑

uik∈Ui

IGik(t) (t ∈ T, i ∈ P ) (9)
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OEik · Aik(t) ≤ OEik(t) ≤ OEik · Aik(t)

(t ∈ T, i ∈ P , uik ∈ Ui) (10)

OHik · Aik(t) ≤ OHik(t) ≤ OHik · Aik(t)

(t ∈ T, i ∈ P , uik ∈ Ui) (11)

Aik(t) − Aik(t − 1) = −1 ⇒ Xik(t − 1) ≥ Tup
ik

(t ∈ T, i ∈ P , uik ∈ Ui) (12)

Aik(t) − Aik(t − 1) = 1 ⇒ Xik(t − 1) ≥ Tdown
ik

(t ∈ T, i ∈ P , uik ∈ Ui) (13)

Aik(t)(Oik(t) − �ik(Iik(t))) = 0

(t ∈ T, i ∈ P , uik ∈ Ui) (14)∑
i∈P

BEi(t) =
∑
i∈P

SEi(t) (t ∈ T) (15)

∑
i∈P

BHi(t) =
∑
i∈P

SHi(t) (t ∈ T) (16)

where WHi(t) represents waste thermal energy.
Equations (7)–(9) represent the energy balance in an

agent for electrical energy, thermal energy, and gas.
Equations (10) and (11) represent output constraints of
units; (12) and (13) represent minimum uptime and downtime
constraints. Equation (14) indicates the input–output character-
istics of units, and (15) and (16) represent the energy balance
in markets. Note that an agent can become a supplier or a
customer. Therefore, when an agent is a supplier, BEi(t) = 0
and BHi(t) = 0; when an agent is a customer, SEi(t) = 0 and
SHi(t) = 0. In this paper, transmission and ramping constraints
are ignored just to simplify the problem. The input–output
characteristics of units are commonly represented by quadric
cost functions from outputs instead of (14). Because we want
to use cogeneration systems that produce thermal and electri-
cal energy, we give the characteristics of nonlinear functions
from inputs to outputs.

In the DUCP, agent i autonomously decides Aik(t), IEik(t),
IHik(t), IGik(t), SEi(t), SHi(t), BEi(t), and BHi(t). In this case,
two issues arise: 1) how to minimize the objective given by (6)
and 2) how to balance the energy among agents constrained
by (15) and (16). To minimize the objective, one may have to
modify the model, depending on the tool/solver used. In the
case of mixed integer problem solvers, the input–output char-
acteristic of units and conditional statements, (5), (12)–(14),
must be linearized. To linearize input–output characteristics, a
piece-wise linear function is usually used. Conditional state-
ments can be linearized by using a large number called
“big-M.” Please refer to a textbook, such as [21], for more
detail. Because linearization of input–output characteristics
badly affects the convergence of the proposed method, we
use a nonlinear problem solver. In this case, one may have to
divide the problem into two levels: 1) a higher-level problem
for Aik(t) and 2) a lower-level problem for other variables. We
have proposed a method to achieve energy balance by using
the markets in [3]–[5]. In these studies, we have not consid-
ered the problem of finding an up/down pattern Aik(t). Thus,
the method can solve the lower-level problem distributively.
In this paper, we propose a method to solve the higher-level
problem distributively.

C. Walrasian Auction Method for DUCP

To use a Walrasian auction, one needs to identify: 1) the
goods traded; 2) the agents trading; and 3) the agents’ bidding
strategies. In the DEMS, the goods are electrical or thermal
energy, and the agents are independent business entities in the
group.

The procedure of Walrasian auctions is as follows.
Step 1 Set Up Markets: A market is set up for each item;

the initial price is given.
Step 2 Show the Price: Markets show the price of the goods

to agents.
Step 3 Bid: Suppliers and customers decide (and bid) on

their supply and demand, based on the bidding
strategy.

Step 4 Update the Price: Each market raises the price or
lowers it down in excessive demand and supply,
respectively. Let Dem be the sum of demands, Sup
be the sum of supplies, and γ be a small num-
ber. Then the price updating formula is expressed
as follows:

α = α + γ · (Dem − Sup). (17)

When the demand equals the supply in every mar-
ket, this process terminates; otherwise, it goes back
to step 2.

The price updated by (17) represents the dual value in the
optimization theory of the equality constraint. The general
equilibrium theory of theoretical economics assures agents that
when the utility function of customers and the production pos-
sibility set of suppliers are strictly convex, all markets reach an
equilibrium point of demand and supply when the dual value
is used as the price in each market from any initial price using
sufficiently small γ .

The bidding strategy of agent i is as follows, where Aik(t)
is assumed to be given:

min
∑
t∈T

TCi(t) (18)

subject to BEe
i (t) + BEi(t) +

∑
uik∈Ui

OEik(t)

= DEi(t) + SEi(t) +
∑

uik∈Ui

IEik(t) (t ∈ T) (19)

BHi(t) +
∑

uik∈Ui

OHik(t)

= DHi(t) + SHi(t) + WHi(t)

+
∑

uik∈Ui

IHik(t) (t ∈ T) (20)

BGi(t) =
∑

uik∈Ui

IGik(t) (t ∈ T) (21)

OEik · Aik(t) ≤ OEik(t) ≤ OEik · Aik(t)

(t ∈ T, uik ∈ Ui) (22)

OHik · Aik(t) ≤ OHik(t) ≤ OHik · Aik(t)

(t ∈ T, uik ∈ Ui) (23)

Aik(t) − Aik(t − 1) = −1 ⇒ Xik(t − 1) ≥ Tup
ik

(t ∈ T, uik ∈ Ui) (24)
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Fig. 3. Flowchart of procedure StartStop.

Aik(t) − Aik(t − 1) = 1 ⇒ Xik(t − 1) ≥ Tdown
ik

(t ∈ T, uik ∈ Ui) (25)

Aik(t)(Oik(t) − �ik(Iik(t))) = 0 (t ∈ T, uik ∈ Ui).

(26)

IV. PROPOSED METHOD

A. Outline

In the DUCP, agents autonomously decide up/down and
generation-level patterns of generating units. If agents self-
ishly decide their up/down patterns, the procedure does not
converge, due to the vibration of the patterns. However,
information about an agent’s demand and the input–output
characteristics of its units are secret from other agents; one
cannot decide up/down patterns with a centralized agent.
Therefore, deciding optimal up/down patterns in a distributed
manner is an important issue in the DUCP.

Fig. 3 depicts the flowchart of the proposed procedure
StartStop for the DUCP. StartStop has a double loop
structure. The inner loop, which corresponds to the execute
Walras step, is a Walrasian auction and decides the genera-
tion level. The outer loop decides the up/down patterns. We
introduce a threshold Uik(t) for unit uik of agent i and a com-
mon variable L(t) among agents to do so. Agent i operates
unit uik at time t if Uik(t) ≥ L(t). Thus, efficient operation of
units is expected if we can find an appropriate value of Uik(t).
Furthermore, agents do not need to disclose their secrets.

If L(t) decreases monotonically, the number of operating
units increases monotonically, thus, the vibration of the pat-
terns never occurs. To update the value of L(t), one does
not need to find the maximum Uik(t) among suspending
units; this can be achieved through the distributed election
algorithm [22].

The following sections describe each step in detail.

B. Calculate Uik(t)

In this step, a relaxed DUCP that is obtained by changing
the minimum output Yik, which is OEik or OHik, of each unit
to 0 is solved with a Walrasian auction. In this case, a solu-
tion can be found because it is unnecessary to decide on the

Fig. 4. Recursive function DFS to satisfy minimum uptime constraint.

up/down patterns. Let us denote the output level of unit uik

in the relaxed problem by Y∗
ik(t). Then Uik(t) is calculated as

follows:

Uik(t) =
Y∗

ik(t)

Yik
. (27)

Let Uik(t) = mini∈P minuik∈Ui Uik(t).

C. Decide Aik(t) From Uik(t) and L(t)

Each agent decides on an initial up/down pattern A0
ik(t) by

L(t) as follows:

A0
ik(t) =

{
1 if Uik(t) ≥ L(t)

0 otherwise.
(28)

Note that A0
ik(t) does not always satisfy con-

straints (24) and (25).

D. Satisfy Minimum Uptime/Downtime Constraints

The procedure SatMinUDTimeConst makes an
up/down pattern satisfy the minimum uptime/downtime
constraints (24) and (25).

Let us find the up/down pattern that is close to A0
ik and satis-

fies (24) and (25). The procedure StartStop seeks up/down
patterns by waking up suspending units; therefore, the pro-
cedure SatMinUDTimeConst also changes the up/down
pattern by waking up suspending units.

The first step makes the pattern satisfy the minimum
downtime constraint. Because the procedure only wakes up
suspending units, a unit must be awakened for the time periods
in which the unit violates the minimum downtime constraint.
A modified up/down pattern A1

ik(t) that satisfies the minimum
downtime constraint is obtained as follows:

A1
ik(t) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1 if ∃τ :
[
A0

ik(τ − 1) < A0
ik(τ )

∧ Xik(τ − 1) < Tdown
ik

∧ t ≥ τ − Xik(τ − 1)

∧ t ≤ τ − 1
]

A0
ik(t) otherwise.

(29)

To satisfy the minimum uptime constraint, a unit is awak-
ened at certain times. Fig. 4 shows the recursive function
DFS that decides the times when the unit is awakened. An
up/down pattern that satisfies the minimum uptime/downtime
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constraints is obtained by A = DFS(0, A1
ik), where V = {t |

A1
ik(t) = 0}, Ubest = ∞, and Abest = A1

ik.
The evaluation function F(Aik) of up/down pattern Aik at

line 1 in DFS is as follows:

F(Aik) =
∑
t∈T

∣∣∣Aik(t) − A0
ik(t)

∣∣∣ · |L(t) − Uik(t))|. (30)

By using this evaluation function, the unit tends to be awak-
ened at the times with larger Uik(t), and the number of changed
time periods tends to be small.

At lines 3–5 in DFS, the incumbent is updated, where func-
tion Sat(A) returns true if and only if A satisfies the minimum
uptime/downtime constraints. Line 6 bounds redundant search.
Lines 7 and 8 call DFS recursively, where A|A(td+1)=1 at line 8
means that the value of A at time td+1 is set to 1. Therefore,
the up/down pattern with less modification is searched first.

The procedure SatMinUDTimeConst always terminates
in finite time due to the finite number of combinations.

E. Execute Walras

Using the up/down pattern decided in the previous step, the
DUCP is solved with a Walrasian auction. Two possibilities
exist as the end status of the auction.

1) The Walrasian auction converges.
2) The bidding strategy of an agent is unsolvable.
When the Walrasian auction converges, the up/down and

generation-level patterns represent the solution.
The bidding strategy becomes unsolvable when a certain

number of units does not operate. If L(t) = Uik(t), then the
procedure terminates unsuccessfully because no more units
exist to be awakened. Otherwise, L(t) is updated.

F. Update L(t)

L(t) is updated as follows:

L(t) = max
i

max
k∈Si(t)

Uik(t) (31)

where Si(t) is the set of suspending units of agent i
at time t. However, the unit that is awakened by
StaMinUDTimeConst is not included in Si(t). As noted
before, L(t) can be updated with the distributed election
algorithm through the cooperation of agents.

Because L(t) decreases monotonicity and becomes Uik(t) in
finite steps, the procedure StartStop always terminates if
the Walrasian auction terminates.

V. COMPUTATIONAL EVALUATION

A. Experimental Conditions

The proposed method has been implemented with Java; the
bidding strategies of agents are solved by using the MATLAB
Optimization Toolbox.

We consider five kinds of agents: 1) F1; 2) F2; 3) B1; 4) H1;
and 5) H2. Agents F1 and F2 both own a gas turbine and a
gas boiler and behave as suppliers. Agents B1 and H2 own
a gas boiler; agent H1 owns a gas turbine and a gas boiler.
B1, H1, and H2 behave as customers. The scheduling horizon
is one day, that is, |T| = 24, and Figs. 5 and 6 depict electrical

Fig. 5. Electrical demand of each agent.

Fig. 6. Thermal demand of each agent.

TABLE I
GROUP COMPOSITIONS

and thermal demands, respectively. We consider seven kinds
of groups (G1–G7) composed of these agents. Table I shows
the composition of the groups.

In this experiment, the energy cost ECi(t) in the cost TCi(t)
is replaced by a nonlinear function EUi(t), as follows:

EUi(t) = αBEe(t)BEe
i (t) + αBG(t)BGi(t)

+ αBE(t) · k ·
(

exp

(
BEi(t)

k

)
− 1

)

+ αBH(t) · k ·
(

exp

(
BHi(t)

k

)
− 1

)

− αSE(t) · k · ln

(
SEi(t)

k
+ 1

)

− αSH(t) · k · ln

(
SHi(t)

k
+ 1

)
(32)

where k is a parameter. When the energy cost ECi(t) is used,
an obtained solution satisfies the first-order necessary condi-
tion of the group cost minimization problem. Therefore, it
may be a global minimum or a local minimal.1 A necessary
condition for the convergence of the tatônnement procedure
is strict convexity of the optimization problem of agents [19].
Equation (32) is a solution to make the problem strictly con-
vex; however, an equilibrium point reached under (32) is no
more optimal, and a tatônnement procedure does not always

1Strictly speaking, it is minimal or maximal.
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TABLE II
PARAMETERS OF EACH AGENT

reach equilibrium. Because the objective of this paper is to
show a distributed method of deciding the up/down pattern
of units through a Walrasian auction, the optimality of the
equilibrium point is beyond the paper’s scope. Our experience
shows that a tatônnement procedure using (32) reaches equilib-
rium with a higher probability than the tatônnement procedure
using ECi(t).

The input–output characteristic of a gas boiler is
expressed by

OHBA = pBA(IGBA)bBA − dBA

and that of a gas turbine is expressed by

OEGT = pGTE (IGGT)bGTE − dGTE

OHGT = pGTH (IGGT)bGTH − dGTH .

Table II shows the parameters of each unit. From these
parameters, the efficiency of gas boilers is about 90%, and
the electrical and thermal generation efficiency levels of gas
turbines are about 30% and 20%, respectively.

The unit prices of the energies purchased from outside
are αBEe=10.39[103yen/MWh] and αBG=2.86[103yen/102m3],
respectively. The initial value of L(t) is 0.8 for all time, which
is decided through preliminary experiments.

Two comparison methods are used: 1) individual optimiza-
tion (IOP) and 2) StartStop by fixed threshold (SS-FIX).

The IOP does not use energy trading within the group, and
each agent decides on its plan that uses only its own units and
energy outside of the group. Gas boilers in F1, F2, and H1
operate only when necessary; other units operate every time.
The IOP is used to observe the effect of energy trading on the
group.

The SS-FIX decides on operating units, using the given and
fixed L(t), and it does not update L(t). The value of L(t) is the
same for every time t. L(t) = 0 represents a situation where
every unit is in operation every time, and energy trading within
the group is used.

TABLE III
COST RATIO TO IOP OF GROUP G1

TABLE IV
COST RATIO TO IOP OF GROUP G2

TABLE V
COST RATIO TO IOP OF GROUP G3

TABLE VI
COST RATIO TO IOP OF GROUP G4

TABLE VII
COST RATIO TO IOP OF GROUP G5

TABLE VIII
COST RATIO TO IOP OF GROUP G6

B. Results and Discussion

Tables III–IX show the costs incurred by agents and the
total costs; the value is a cost ratio by the IOP. The “-” in the
tables means that the auction terminates unsuccessfully due to
a shortage of thermal energy. Note that the tables show another
advantage of the proposed method; that is, the cost incurred
by each agent can be derived. The problem of how to allocate
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TABLE IX
COST RATIO TO IOP OF GROUP G7

Fig. 7. Waste thermal energy in G2 in the case of IOP.

Fig. 8. Waste thermal energy in G2 in the case of SS-FIX(L = 0.2).

Fig. 9. Waste thermal energy in G2 in the case of StartStop.

the reduced cost to agents arises in a centralized EMS, but the
cost incurred by each agent is derived at the time of finding
a solution in the DEMS.

SS-FIX and StartStop reduce the energy cost compared with
IOP because of the energy trading within the group. StartStop
reduces the cost by 10.9% on average. Figs. 7–9 depict waste
thermal energy in G2. As shown in Fig. 7, a large amount of
thermal energy is wasted because no energy trading is used in
the case of IOP, and an imbalance of demands exists. In the
case of SS-FIX or StartStop, waste thermal energy is greatly
reduced because of the energy trading.

SS-FIX decides the up/down pattern with a fixed L(t), but
the values where a solution can be obtained vary, depending
on the group. Therefore, it seems difficult to decide on the
up/down patterns with a fixed L(t).

On the other hand, StartStop succeeds in deciding on
the up/down patterns by updating L(t) until a solution could
be found. Figs. 10 and 11 depict the up/down patterns of the
gas boiler of F1 and the gas turbine of H1 in G2, respectively.
Thermal energy is wasted at time periods 15 and 16 in SS-FIX;
it is not wasted in StartStop because StartStop suspends the

Fig. 10. Up/down patterns of gas boiler of F1 in G2, where it is up when
it is black.

Fig. 11. Up/down patterns of gas turbine of H1 in G2.

Fig. 12. Produced thermal energy by the gas boiler of B1 and wasted thermal
energy of F2 in G1.

gas turbine of H1, as shown in Fig. 11. H1 has small electrical
and thermal demand at time periods 15 and 16. In the case of
StartStop, the agent suspends the gas turbine and purchases
electrical and thermal energy within the group, so no thermal
energy is wasted by F2.

However, the decision procedure of up/down patterns in
StartStop is similar to a procedure to find the first feasible solu-
tion in the best-first search. Different from the best-first search,
StartStop terminates when a feasible solution is found; thus,
there is a problem in the viewpoint of optimality. For example,
the gas boiler of B1 in G1 operates at time periods 3, 4, and 24,
but the generation level is at the minimum output (see Fig. 12).
Moreover, F2 wastes thermal energy at these time periods.
Therefore, if B1 suspends the gas boiler and purchases thermal
energy within the group at time period 3, the waste thermal
energy by F2 can be reduced. This is because the proposed
method decides on the up/down pattern by using the relaxed
solution Y∗

ik(t). Generally, an integer solution near the relaxed
solution is not always optimal; thus, the proposed method
does not assure optimality. Thus, StartStop does not assure
optimality of the up/down patterns; further investigation is
required.

In this paper, transmission and ramping constraints are
ignored to simplify the problem. The proposed method can be
applied even if the ramping constraint is considered because
each agent can find its plan under the ramping constraint.
When we consider the transmission constraint, additional mar-
kets to decide on the amount transmission must be introduced.
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VI. CONCLUSION

In this paper, we have studied the distributed version of
the UCP. Especially, we have addressed the problem of decid-
ing on the unit commitment in a distributed manner. Since it
is an NP-hard problem, finding the optimal solution is diffi-
cult. We have proposed a Walrasian auction-based method for
the DUCP. The proposed method is able to decide on both
up/down and generating-level patterns of units by introducing
the decision procedure for up/down patterns in the tatônnement
procedure of a Walrasian auction.

We have evaluated the proposed method through computa-
tional experiments using several scenarios. The results show
that it is possible to reduce energy consumption through energy
trading within the group, as well as to decide on up/down
patterns adaptively, depending on the group’s configuration.

The proposed method decides on up/down patterns by
using the relaxed solution. Generally, an integer solution near
the relaxed solution is not always optimal; thus, the pro-
posed method does not assure optimality. The investigation
for optimization is left as an issue for the future.

APPENDIX

Suppose that two agents exist, xi, i ∈ {1, 2} is a decision
variable vector, agent 1 is a supplier, and agent 2 is a customer.
Let fi(xi), hi(xi), and gi(xi) be the objective function, equality
constraints, and inequality constraints of agent i, respectively.
Let M be the set of markets, and x(m)

i be the correspond-
ing decision variable of agent i. Then a whole problem (WP)
considered in this paper is formulated as follows:

(WP) min f1(x1) + f2(x2)

subject to h1(x1) = 0, h2(x2) = 0

g1(x1) ≤ 0, g2(x2) ≤ 0

x(m)
1 = x(m)

2 (m ∈ M).

The Walrasian auction method divides (WP) into two
problems, a supplier’s problem (SP) and a customer’s prob-
lem (CP), as follows:

(SP) min f1(x1) −
∑
m∈M

αmx(m)
1

subject to h1(x1) = 0, g1(x1) ≤ 0

(CP) min f2(x2) +
∑
m∈M

αmx(m)
2

subject to h2(x2) = 0, g2(x2) ≤ 0

where αm is the price in the market m.
Let x∗ = (x∗

1, x∗
2)

T be an optimal solution of (WP). The
Lagrange function of (WP) is as follows:

L(x,λ,μ) = f1(x1) + f2(x2) +
∑

i∈{1,2}

∑
s

λishis(xi)

+
∑

i∈{1,2}

∑
t

μitgit(xi) +
∑
m∈M

λm

(
x(m)

2 − x(m)
1

)
= F1(x1,λ1,μ1) + F2(x2,λ2,μ2)

+
∑
m∈M

λm

(
x(m)

2 − x(m)
1

)

where F1(x1,λ1,μ1) = f1(x1) + ∑
s λ1sh1s(x1) +∑

t μ1tg1t(x1), F2(x2,λ2,μ2) = f2(x2) + ∑
s λ2sh2s(x2) +∑

t μ2tg2t(x2).
From the first-order necessary condition, there exists λ∗, μ∗

for x∗, satisfying the following conditions:

∇x1 L
(
x∗,λ∗,μ∗) = ∇x1 F1

(
x1

∗,λ1
∗,μ1

∗)
−

∑
m∈M

λm
∗∇x1x(m)∗

1 = 0

∇x2 L
(
x∗,λ∗,μ∗) = ∇x2 F2

(
x2

∗,λ2
∗,μ2

∗)
+

∑
m∈M

λm
∗∇x2x(m)∗

2 = 0

∇λ1 L
(
x∗,λ∗,μ∗) = h1

(
x∗

1

) = 0

∇λ2 L
(
x∗,λ∗,μ∗) = h2

(
x∗

2

) = 0
d

dλm
L
(
x∗,λ∗,μ∗) = x(m)

1

∗ − x(m)
2

∗ = 0 (m ∈ M)

μ∗
i ≥ 0, gi

(
x∗

i

) ≤ 0, gi

(
x∗

i

)
μ∗

i = 0 (i ∈ {1, 2}).
Let x̂ = (x̂1, x̂2)

T be an equilibrium solution by using a
Walrasian auction, and α̂ be the equilibrium price. Let L(SP)

1 (·)
be the Lagrange function of (SP). Because the equilibrium
solution is an optimal solution of (SP), λ̂1 and μ̂1 satisfying
the following conditions must exist:

∇x1 L(SP)
1

(
x̂1, λ̂1, μ̂1

)
= ∇x1 F1

(
x̂1, λ̂1, μ̂1

)
−

∑
m∈M

α̂m∇x1 x̂(m)
1 = 0

∇λ1 L(SP)
1

(
x̂1, λ̂1, μ̂1

)
= h1

(
x̂1

) = 0

μ̂1 ≥ 0, g1
(
x̂1

) ≤ 0, g1
(
x̂1

)
μ̂1 = 0.

In the same way, let L(CP)
2 (·) be the Lagrange function of (CP),

then λ̂2, μ̂2 satisfying the following conditions must exist:

∇x2 L(CP)
2

(
x̂2, λ̂2, μ̂2

)
= ∇x2F2

(
x̂2, λ̂2, μ̂2

)
+

∑
m∈M

α̂m∇x2 x̂(m)
2 = 0

∇λ2 L(CP)
2

(
x̂2, λ̂2, μ̂2

)
= h2

(
x̂2

) = 0

μ̂2 ≥ 0, g2
(
x̂2

) ≤ 0, g2
(
x̂2

)
μ̂2 = 0.

Because each market is balanced at the equilibrium point, the
following equation must hold:

x̂(m)
1 = x̂(m)

2 (m ∈ M).

Therefore, x̂ satisfies the first-order necessary condition
of (WP).
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