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a b s t r a c t

Recent improvements in computer processing power have enabled the development of intelligent electronic
devices (IEDs) to be capable of interpreting a substantial quantity of data at high speeds. The distribution
industry is one of the largest users of real-time data during the operation of their energy distribution
network and as such, has an inherent need for data processing technology. The development of intelligent
devices and communication protocols has given rise to the concept of distribution system automation (DSA).
In this paper the major features of DSA development are discussed. A method of communication along with
the integration of wired and wireless communication solutions with IED and Mote technology is described.
Protection scheme automation is investigated, showing that automated response to network fault conditions
is possible. Network reconfiguration is another key aspect of DSA research and two distinct calculation
techniques are discussed. The current index (CI) and the load balance index (LBI) calculation methods are
presented and the benefits of LBI are highlighted. Distributed generation (DG) is addressed in the context of
automationwith a demand side management (DSM) program proposed to manage load during peak and off-
peak periods. The paper discusses switching DG sources, load deferral strategies and direct load control to
effect a reduction in load during peak periods. The paper furthers this load management by load filling
during off-peak periods. Finally, conclusions on the effectiveness of the proposed method are drawn and
recommendations are made for further research.

& 2015 Elsevier Ltd. All rights reserved.
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1. Introduction

The institute of Electrical and Electronic Engineers (IEEE) has
defined DSA as a system that enables an electric utility to remotely
monitor, coordinate and operate distribution components in a real-
time mode from remote locations [1]. Utilities have realised that the
traditional control method is out-dated with the possibility of
establishing true automation of the network [2]. Full automation of
the energy distribution system is possible due to the advances in data
processing technology and telecommunication systems [3]. There are
many reasons as to why DSA development is increasing in the focus of
distribution utilities. Advances in technology production (IED) reduce
technology production costs [2] and improve computer chip proces-
sing power. Merits of the automated system over the supervisory
system, competitive market forces related to deregulation [2], and
legislation, are the major driving forces behind the development of
DSA across the world as shown in Fig. 1. As this figure shows, there
are several factors that cause the conventional power distribution
systems to move towards automated systems. From the economic
point of view, restructuring power systems and new emerging
electricity markets besides the reliability and security issues forces
the evolution to intelligent networks, while aging work forces and
infrastructure make this procedure much faster. Another factor
influencing this process is the advances in technology, which can
considerably improve the environmental issues. From the political
viewpoint, the exhausting oil reserves and limitations of energy
supply in addition to increasing demand cause the conventional
distribution networks to be replaced with the new intelligent ones.

The implementation of DSA requires the installation of many new
devices and systems. This action may cause many problems for
utilities during the progression from the old technology to the new
automated technology and systems. Utilities have already installed
the new devices, communication systems, software and hardware,
and developing protocols and business systems to maximise DSA [3].
The following items focus on communication, protection and network

reconfiguration and propose possible solutions to the implementation
of these key aspects of DSA.

1.1. DSA technologies and current status

There is a perceived need by energy distribution companies across
the world to shift away from current supervisory control systems
towards full automation. This section is mainly concerned with the
current status of DSA technology, its research and implementation
across energy distribution networks while the main issues of DSA,
communication, protection and network configuration are discussed.

1.1.1. DSA technologies
The communication systems that are essential to DSA provide

many challenges to the implementation of the technology. The

Fig. 1. Drivers of DSA.

K.M. Muttaqi et al. / Renewable and Sustainable Energy Reviews 46 (2015) 129–142130

 

 

 



communication systems used for supervisory control were suita-
ble for the technology at the time of supervisory control and data
acquisition (SCADA) installation, but with the technological
advances in recent decades, it has become evident that a more
effective communication system should be established for DSA.

1.1.2. Current systems
Energy distribution utilities all across the world are currently

controlling their distribution network using supervisory control
techniques commonly known as SCADA. SCADA is a centralised
controlling system that involves a system operator to use available
data in decisions relating to the control of the distribution network
[3]. Distribution systems need a new protection, control and
operation theory for dealing with new emerging challenges to
well implement the smart grid idea [4]. SCADA systems would a
vital component for this end [5,6]. In this regard, the SCADA
systems previously employed in the higher levels of power
systems to send/receive measurement data, status information
and control signals to/from remote terminal units (RTUs) must be
replaced by newer systems to meet the requirements of smart
grids [7]. The conventional SCADA systems use a closed operating
environment. In such SCADA systems, maximizing the function-
ality is the main issue while the security issues are of low priority.
This means that the conventional SCADA networks are not robust
in the case of security [2,8,9]. From the competitive market point
of view, industries have to enhance their SCADA systems to raise
the efficiency and reduce the costs. Therefore, SCADA systems are
moving towards open access networks [10]. This significant issue
makes such systems to be potentially exposed to interruption of
services leading to disruption of infrastructures and industries
[8,10]. Consequently, the security level of the SCADA systems is a
key point which is still controversial [11].

Some features are automated in this instance but do not strictly
adhere to system automation. For example in fault conditions, the
feeder’s protection automatically operates to isolate the fault from the
rest of the network, but it then requires another operator to travel to
the affected feeder and determine the next course of action [3]. The
manual investigation of the faulted section and the dispatching of

crews to the affected section would be done automatically with DSA
and a minimal number of customers will be affected.

For DSA to be achieved, it requires a communication medium
for which, the intelligent devices can communicate through. This
is to ensure that intelligent devices have all possible real time state
values of the distribution network so that, the devices can make an
accurate decision [3]. This has been one of the major issues with
DSA implementation as there are many theories as to which
method(s) is the most cost-effective and produces the best out-
come for a DSA system. Like all communication systems, they can
be either wired or wireless.

Each system has issues and benefits over the other ones. During an
ideal implementation of DSA, a wired network made from the best
materials would be installed as the intermediate through which
communication is achieved. In reality it is envisioned that, a combi-
nation of the two methods would be employed [12]. This might be
due to long distances for communication encountered in remote
communities, where load density is the lowest and therefore, the
installation of wired communication would not be cost-effective.
Possible solutions for wired communication systems include optical
fibre, power line carrier (PLC) and existing national telecommunica-
tion networks, whilst wireless transmitter/receiver pairs and satellite
technology are of possible wireless solutions.

These are some solutions that are currently being investigated and
trailed while they all have advantages and disadvantages over each
other. It is noted that a combination of all these processes would form
a part of the whole DSA solution in any given Distribution company’s
network as illustrated in Fig. 2.

1.1.3. Communication method
Fundamental to DSA systems is how the devices communicate

with each other. One theory is to use a combination of peer-to-
peer technology with a centralised system. Centralised control
uses a network operator to oversee all actions that the system
automation performs with communications going through this
central command as well as the devices communicate directly to
each other [12]. This is to ensure that should the automated

Fig. 2. Possible DSA solution [13].
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system need an override due to unforeseen circumstances, then
this action is possible.

The intelligent devices measure, record and communicate local
network status indicators to their peers. This enables remote
devices to make automated decisions of local and global network
status indicators, therefore providing the best possible automated
response.

1.2. System fault and automation

When a fault occurs on a feeder, the normal system protection
will be set off locking out the feeder from the source. The logical
intelligent devices decide where the fault has occurred through
the communication between each other and decide the best
course of action relating to the programmed logic. This process
should either isolate the fault and return unaffected customers to
service or return all customers to service depending on the type of
fault [12]. The obvious benefit is the speed at which this would be
done as opposed to the current practice of manual and supervisory
operation of such features.

Fig. 3 depicts a section of network, wherein there is a fault on a
section of feeder at load 7. The automated response is delivered by
the communication links shown as the dotted lines in the diagram
forcing switches 6 and 9 to open. This isolates not only that section
of the faulted network from the rest of the system, but also the
unaffected load 5. To remedy this problem and return load five to
service, the normally open switch 7 is closed temporarily until the
fault is cleared.

1.2.1. Exceeding rated specifications
DSA can monitor network equipment to ensure that neither

they get overloaded nor operate at a higher temperature than
specified [12]. If any such problems eventuate, then load shedding
can automatically occur to protect equipment. Some loads, such as
hospitals cannot and should not be shed in these situations. So
provision for this situation is built into the logic of DSA load
shedding feature. The reverse of load shedding can also be
achieved as the situation returns to normal allowing more load
to be reconnected to the source.

1.3. Network reconfiguration

The most important controllable system features with regard to
network configuration are load management, load shedding,
voltage regulation, VAr regulation, power factor correction, auto-
mated meter reading and data collection. The control of these
system aspects provides the benefits of reduced system losses,
higher efficiency, reduced operational costs and improved power
quality (PQ).

1.3.1. Load management
During the day, the load profile fluctuates from base-load levels to

peak-load demand which can cause great stress on the system [14].
The network must be able to handle the peak-load demand, even
though it occurs only for a fraction of the day which means that the
network is highly underutilised. Additionally to this fact is that a

Fig. 3. Example of DSA network [12].
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feeder’s peak loading can occur at different times to other feeders
causing feeder unbalance. Rearranging the network to re-balance it is
one possibility that DSA enables distribution companies to achieve
higher efficiency in operation and lower losses on the network that
both of which translate into lower operational cost [12].

Fig. 4(a) shows the normal configuration of the example network.
Through DSA, the system has detected the overloading of the
primary source. Fig. 4(b) indicates all possible switching configura-
tions in an open position. This diagram is merely to show the
possibilities of switching as a benefit of DSA to avoid any customers’
interruption. Finally the situation is rectified through the appropriate
switching of loads to parallel sources as shown in Fig. 4(c).

These processes can be automated to suit the real time situation
of the distribution network. As a consequence of automated voltage
control, VAr regulation and power factor correction, the network
experiences lower system losses and delivers better power with
higher quality to the end-users [16]. Furthermore, the lifetime of all
tap changing equipment is extended due to fewer operations and
therefore, less maintenance which defers asset replacement some-
times indefinitely again leading to lower costs [16].

1.3.2. Automated data collection
Data from the network could be read automatically for planning

purposes using DSA systems [17]. Maximum demand indicator (MDI)
data could be read automatically from distribution substations and
even a 15-min demand profile could be obtained, if it is needed. Data
collection such as above example has a very important application to
planning system alterations and expansions due to load growth. In
addition to MDI reading automation, customer’s energy consumption
could be read and monitored, remotely. This would simplify the
billing process and also prevent the electricity theft and fraud [17].

The benefits of DSA to both business and avoiding any the
consumer vast outage outweigh the cost of implementation and
therefore, the faster the industry moves towards full DSA which is
more beneficial to everyone [18].

2. Status and trends of DSA technologies

The basis of the DSA network is IED. These intelligent devices
monitor and record the status of the local network and have the
ability to communicate with other compatible devices. The IEDs
collect information on local network status and from other IEDs
[19], through Mote devices. Motes are essentially sensory equipment
mounted on a small computer that can process the incoming status
signals and energy waveforms [20], and also provide additional
intelligence for communication. To communicate with each other
through the Mote devices, IEDs need a communication channel to
send and receive data. The application of IED and the Mote device in
conjunction with a composite communication channel consisting of
optical fibre, wireless technology and existing telecommunication
networks is discussed. This discussion includes the challenges that the
diverse Australian energy distribution environment presents and a
possible solution is proposed.

2.1. IED and Mote sensory equipment

The technological improvement in data and computer proces-
sing has enabled the development of intelligent devices, that can
be programmed to perform certain automated tasks under certain
network conditions. These IEDs when coupled with input compu-
ter sensory equipment, such as Mote devices can perform auto-
mated tasks with high efficiency allowing true DSA to be achieved.

2.1.1. Intelligent electronic device (IED)
The current trend in substation design is to retrofit new IDEs as

a part of the monitoring systems of the substation. SCADA achieves
limited use of the processing power that these devices possess and
as such a movement towards full automation of the distribution
system is currently sought to realise the full potential of IEDs.

IEDs are not only essentially digital relays that monitor instanta-
neous values on the local section of the network, but also contain
additional functionality that previous electromechanical relays could
not achieve. In addition to the standard instantaneous volts, amps,
MW and MVAr, the IEDS can also obtain data on fault event logs,
metering values and oscillography (Voltage, current, power waveforms

Fig. 4. Network reconfiguration switching possibility [15].
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and harmonics) [19]. Due to the added functionality of IEDs, it is a
common practice to replace any faulty protection or monitoring relay
with an IED relay in anticipation of DSA.

Fig. 5 shows the typical overview of the IEDs functionality. The
monitoring, metering, protection and control links are all inputs
obtained by the IEDs synchronised via satellite connection to
maintain real-time analysis. The substation server stores all the
collected data obtained by the IEDs, while the modem simulta-
neously transmits the data to other IEDs or centralised command
for analysis. The computer screen illustrated in Fig. 4 represents
the human interaction interface where remote programming,
remote control and override, commissioning tests and supervisory
activities can be performed [21].

The major problem with IEDs is the vast magnitude of data and
information that are collected. Not all this data is useful for
control, especially during emergency situations where data collec-
tion is generally at its peak. It is during these emergency periods
that operators may experience information overload leading to
slower and less confident actions, which may possibly be incorrect
for the current situation [21]. This is not desirable during any

operational period, particularly during emergency conditions
when safety could be compromised. This shortfall can be elimi-
nated through the filtration and pre-processing of data, so that
only important information is presented to the operator therefore
negating the risk of overload.

Fig. 6 demonstrates the information flow from collection through
processing and transformations. The processed data is then analysed

Fig. 5. Substation communication [21].

Fig. 6. Information flow [21].

Fig. 7. Mote.
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for specific patterns that may be of interest to the operator and
presented for review on which a decision is based [21].

2.1.2. Mote computer sensor nodes
Mote stands for re-Mote computer and consists of sensory

equipment mounted on a small computer. The CPU is small com-
pared to today’s computing standards, but sufficient to process
incoming sensory signals and produce outgoing communication
signals for applications, where size is a concern [22], (Motes typically
are the size of a 20c coin but some motes have been produced much
smaller). Mote allows complex analysis of the immediate network
status which is in close vicinity to the mote leading to negating the
use of bulky equipment in the space confined situations. Fig. 7 shows
a comparison between a mote and a coin in the case of size.

Motes enable the communication of network data to other nodes
for consideration. This is accomplished through awireless transmitter
and antennas that motes possess in association with a specific
communication protocol allowing efficient communication between
mote nodes [20]. Motes can be mass produced to provide a cheap
means of achieving this outcome making the technology attractive
for distribution companies requiring DSA implementation [22].

In most applications of motes, the limiting factor is their power
consumption which is considered the most common dilemma [23].
Since the devices are in remote locations, there are generally powered
by batteries and therefore to extend the lifetime of the battery, it is
desirable that the device is as efficient as possible [24]. Operating and
communication protocols have been written for motes allowing them
to ‘sleep’ when not in use leading to saving power and extending the
battery lifetime [20]. In the distribution sense Motes could be con-
tinually charged by the energy distribution network until a fault occurs.
The Mote would then run off a fully charged battery until power was
restored allowing them to remain effective during this time.

2.2. IEDs, Motes and communication

The technology that has enabled DSA to become a viable cost-
effective option for distribution companies and the driving forces
behind moving towards DSA have ensured that much research has
been performed on the integration of the separate units.

2.2.1. Mote and IED interaction
The interaction between the IED and Mote forms the basis for data

collection on the network [21]. The IED is a relay collecting all the
network status data and waveforms in their raw form and then send
this data to the mote. The IED may act upon the information simult-
aneously, such as when a fault is detected requiring an immediate
circuit breaker operation to protect electrical equipment. The mote has
the potential to receive instructions in this application to DSA that
instructs the IED to perform an operation or to override a performed
operation [21]. This instruction could be sent from a centralised com-
mand point known as decision support or could be initiated by the
mote itself after receiving further network status information from the
surrounding motes. Fig. 8 shows the possible interaction between the
IED and Mote.

2.2.2. Inter-nodal communication
It is assumed that inter-nodal communication between motes

is implemented through peer-to-peer communication means. The
mote and available communication connectivity protocol enable
peer-to-peer communication systems to be used for DSA [25].
The motes communicate peer to peer through wireless technology

Fig. 9. Substation star topology [26].

Fig. 8. IED [21].
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allowing a number of nodes to converse with each other. The
motes exchange data using a centralised receiver as a router,
whilst the receiver also acts to process and store information. The
receiver or substation server also performs the operation of a
gateway to send data to a common substation terminal [26]. Fig. 9
shows a practical application of mote connectivity in a substation
using a star network topology.

The terminal unit, then connects to the network’s control com-
munication channel which is generally a high speed Wide Area
Network (WAN) communication system. This system can also
communicate with other substations in the area through their
corresponding terminal units, while a centralised decision support
command observes the control features of the network ready to
interrupt or override any incorrect operations. The centralised deci-
sion support can initiate the control signal through this network, or
disable a control signal for a multiple purposes. One such example is
isolating a section of the network and disabling reconnection to
facilitate maintenance work on the system. An operator could
remotely switch the network for safe working conditions and also
for preventing the intelligent system from restoring supply [27].

Fig. 10 depicts the levels of information propagation from the
sensory IED stage at the process level as well as the Mote
communication at the Bay/Unit level and the terminal substation
unit at the station level. From this point, the data is pre-processed
before entering the high speed communication network, where
the information can be sent to other substation nodes and the
decision support control centre for the operator to analyse. Fig. 11
on the other hand indicates the WAN in action as a peer-to-peer
network. From the initialising substation, there are many ways to
propagate the information to the control centre and as such the
protocols exist for this type of network and to find the fastest way
to send information from the source to the sink [25].

2.2.3. Security
Information security across the DSA communication network is

important to guard against malicious attack and possible sabotage
activity. With parts of the communication network being wireless,
this produces an obvious security weakness as any person with
correct expertise has the potential to observe and even influence
network control. There are many encryption techniques providing
some security level, but as with all encryption techniques, there is the

associated threat of decoding [28]. For DSA to be successfully
implemented on the distribution network, a solid and secure com-
munication network must be developed to mitigate the potential
security breaches.

2.3. DSA in the context of Australia

Recently, Australian distribution companies and in particular,
New South Wales (NSW) distribution companies have been under-
going a substantial investment in capital expenditure to improve
reliability and cater for additional load growth occurring across the
major load centres. Concurrently with the capital investment
program, the distribution industry is looking to move towards
automation of the energy distribution system and as such, it is
investigating the ways of implementing DSA. It must be said that,
while investigation into DSA implementation is being carried out,
the NSW distribution companies are squarely focused on deliver-
ing their extensive capital works program. The followings are a
few of the researched concerns that faced by Australian distribu-
tion companies as they embark on their DSA journey.

Fig. 10. Communication levels [27].

Fig. 11. Message propagation [25].
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2.3.1. Central business districts (CBDs)
CBD will generally be typified by high load density, short

feeders (typically less than 80 km) and strong points of supply.
The CBD has a reliable supply of power to customers servicing
commercial and residential loads [14]. Because of the importance
of keeping these loads connected to supply and the high load
density, a reliable communication link between nodes is essential.
Optical fibre installations seem to be the best solution to this
scenario as large amounts of data can be transmitted across the
communications network easily at fast speed through this type of
channel [29]. Due to the congested nature of the CBD, there may
be a need for wireless solutions to be implemented as options for
optical fibre cable installation may be limited.

2.3.2. Regional
Regional scenarios are generally typified by medium load density.

These areas can have reliability problems on some sections of the
network, lower PQ and medium length feeders (typically 80 km to
300 km). A load centre, where density is at its greatest level is
generally the focus of the area where the community’s business
district is situated. Energy requirements dissipate as the distribution
of energy moving away from this centre. Further to the challenges
that present themselves for the regional situation, is that many
industrial spot loads are connected to the network and each has a
unique effect on the network’s PQ [14].

Rolling out optical fibre as a communication channel to link all
nodes in this scenario is not a cost-effective approach to achieve DSA
[29]. Optical fibre could be used to connect the nodes, specifically
within the load centre where load density is at the highest level and
wireless solutions, PLC signals or Broadband over Power Lines (BPL)
provide possible solutions for the other regional areas.

The wireless installation is for locations that distances between
nodes would be the greatest and the expense of optical fibre cannot
be justified. Such an instance would be the communication link from
the regional centre to the central command centre which could be
hundreds of kilometres apart with no significant load centre(s).

2.3.3. Rural and remote
The feeders with the length over 300 km are extremely unreli-

able and have low PQ, weak voltage profile and large system
losses. The load density of such regions is low in comparison to
CBD scenarios. Rural systems contain sectionalisers and reclosers
as means to limit the impact of a faulted section of feeder on the
rest of the rural network [14]. The long radial nature of a rural and
remote feeder does not lend itself well to the installation of
hardwired DSA communication solutions. The most cost-effective
solution of a communication channel for DSA in rural environ-
ments is a wireless system. The coverage that a wireless system
can achieve far exceeds any wired solution currently available and
can effectively achieve the desired outcomes of DSA.

2.3.4. Entire system
The integration of these three scenarios is essential for the entire

DSA concept to be functional. Information and control signals from
the remote and regional electrical systems need to propagate from
the point of origination to a central command for decision support.
The wireless system sends the information from the remote trans-
mitters to a receiver station, where there can be a wired link to the
rest of the regional and CBD networks. The Australian terrain would
have to implement such a system to achieve DSA, otherwise, the full
potential of such a system would not be realised. Trails of DSA
solutions have been implemented by ACTEW similar to those
referenced in the CBD, Regional and Rural subsections explained
above [14].

3. Protection scheme automation

At the heart of any distribution system, the protection scheme
is located to prevent any damage to the connected equipment
during adverse operating conditions. From the outset of develop-
ing the first energy distribution system, protection was seen as a
major issue that is needed to be addressed for the system to be
viable in delivering the power required [30].

There is no greater need in today’s distribution system than to
protect against PQ disturbances. This is mainly due to the ever
increasing sensitivity and highly expensive equipment connected
to the supply and the financial repercussions of damaging of such
equipment [15]. Most protection schemes in use today are essen-
tially automated from the time the fault and the isolation of the
faulted section occur. The inefficient task of manually locating and
closing in, on a fault is not automated and it is here that DSA can
have the greatest effect [12].

3.1. Role of protection in DSA

After the initial lock out of the faulted section of network
occurs, the arduous task of locating the fault and restoring supply
begins. Currently, this is done manually with only vague informa-
tion as to the location of a fault and whether the fault condition
continues to inhibit supply. There is a great potential that, during
fault conditions on the networks, the fault could be isolated and
unaffected customers can be returned to supply [31]. Simulta-
neously, DSA provides a mean to dispatch work crews to fault site
location in order to assess the situation and restore the network to
normal conditions. Through logic expression specific to the net-
work and intelligent devices, this objective is achievable [12].

3.1.1. Protection using logic based decision
Any specific section of network can be reconfigured in the event of

a fault on this section of network to return unaffected customers to
supply. In this regard, various local and remote network status
indicators need to be available to all network protection devices in
order to completely realise the potential of protection systems in DSA
[31]. Using these network status indicators along with logic-based
protection decisions can greatly increase the reliability of the distribu-
tion system and reduce the operation costs [12]. Furthermore, custo-
mer’s satisfaction is enhanced as a process of the increased reliability.

Logic can be used on cross feeder ties which are normally open
points within the distribution network and on sectionalising reclo-
sers that isolate the faulted sections of the network [12]. For example,
in Fig. 12, a fault at F1 or F2 is considered. A fault at F1 in a logic-
based protection scheme forming part of DSA would trip out recloser
1A to isolate the fault as a part of the system protection. This process
of isolating the faulted section of the feeder is a part of the normal
operation of a current distribution system. The similarities with
current distribution systems end from this point forward with
automation replacing the manual restoration of supply to customers.

Automation of restoring supply in the case of F1 requires 1B to
open and recloser 3 to close when 1A trips on the fault. This can be
implemented, if all reclosers on the network are aware of local as
well as remote conditions of the network. The recloser 1B would
know in this case that an alternative source is available and it is
possible to ‘back feed’ to continue supply to customers between
reclosers 1B and 3. Simultaneously, recloser 3 would notice volts
on one side of this cross feeder tie and no volts on the other side of
this isolation point and possesses the information that 1A tripped,
therefore would conclude to close from its normally open position.

A fault at position F2 on the network would result in 1B locking
out and recloser 3 remaining open as it has received information
that 1B has tripped and therefore, it is not beneficial to close in

K.M. Muttaqi et al. / Renewable and Sustainable Energy Reviews 46 (2015) 129–142 137

 

 

 



this instance, keeping the fault isolated. This is a basic example of
how logic could work within a 3 recloser loop DSA protection
scheme [12].

3.1.2. Logic and IEDs
The importance of both remote and local network status

indicators becomes clear when logic-based protection decisions
are programmed into network protection devices. All available
data relating to the status of the network must be acquired for the
intelligent devices to make fast and accurate decisions as to what
actions are the best for any specific fault [27]. The integration of
Motes and IEDs as parts of this logic-based protection scheme is
essential to the system’s operation and multiple benefits can be
achieved through this interaction.

The basic example detailed in the previous item would be
implemented through the programming of the programmable logic
device and the installation of tools for communication between
devices. The IED has the logic programmed into the device while the
mote provides the means for communication between network
devices. The network status indicators are sent over the commu-
nications channel via the mote which then feed these signals to the
IED. The IED uses these signals and the logic programmed into
devices to make protection decisions when the need arises.

What makes the mote and IED pair desirable is the process of
remote reprogramming of logic due to subsequent modification of
the network. Any permanent or temporary change to the network
would require that the IEDs being reprogrammed to perform
different tasks under different fault conditions and therefore, the
logic on these devices would have to be changed. The mote provides
the chance to reprogram the device remotely from a central position
where numerous changes can be made efficiently [23].

This is particularly used when a section of network needs to be
isolated in order to complete maintenance or to augment the
network. To work safely on this section, there may have to be a
number of devices reprogrammed to not close in, on the work site
when there is a fault on the another section of the related network.
Once the work is completed, the IEDs need to be returned to the
original programmed logic or reprogrammed to a suitable logic after
network modification.

4. Network reconfiguration

The prospect of network reconfiguration provided by DSA enables
energy distribution companies to achieve higher efficiencies in the
case of power delivery to their customers. Feeder load balancing
allows energy utilities to gain added operational control of their
electrical assets and in the process, provide more quality service in

energy distribution [32]. Feeder load balancing and network reconfi-
guration benefits are discussed in the next sections.

4.1. Feeder load balancing

Balanced three-phase energy distribution systems provide the
greatest efficiency in power delivery. Today’s energy distribution
system is rarely balanced and feeder balance is generally unachie-
vable for all given times of operation. This is due to loads on a feeder
switching in and out of operation at various demand periods
producing imbalance with other feeder loads. In conjunction with
DSA and the implementation of feeder load balance systems, the
energy distribution network can be continually balanced for both
real and reactive power [32].

4.1.1. Balancing real power load
The ultimate goal of feeder load balancing is to avoid overloading

sections of network during peak demand and gaining higher utilisa-
tion of electrical assets as a process. The normal operation of the
distribution network is radial in nature with sectionalising and cross
tie switches used for protection and network reconfiguration. Feeder
load balance is achieved through shifting loads from one feeder to
the next made possible by numerous switching options available as a
consequence of sectionalising and cross tie switches [33].

Cross feeder ties in traditional distribution networks are switches
that are normally open points between sections of feeder to allow
transferring loads from one feeder to another and vice versa.
Sectionalising switches are alternatively closed points along a feeder
and used for isolation and protection. In the automated network
configuration, a cross tie switch can be closed and a sectionalising
switch can be opened to transfer the load of one feeder to an adjoining
feeder to achieve feeder load balance. The cross feeder tie is now
acting as a sectionalising switch and the sectionalising switch is acting
as a cross feeder tie implying the dual nature of such switches in the
automated system [33].

The network reconfiguration for feeder load balancing is desirable
during peak demand periods. Reconfiguration has added benefits in
providing optimal operational conditions, if real-time analysis is
continually sought. This real-time application induces complex math-
ematical problems for finding the optimal or near optimal configura-
tion [34]. Many mathematical algorithms have been proposed as
solutions to the complexity of network reconfiguration which will be
discussed in Section 4.2.

4.1.2. Balancing MVAr load
In monitoring Real power indicators, it is equally significant to

monitor the reactive power indicators within a network. Some

Fig. 12. Recloser loop [12].
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commercial and industrial loads are inherently reactive in nature
reducing the power factor of the network and introducing system
losses and inefficiencies. By balancing the MVAr loads within the
distribution network, it may be possible to reduce system losses
and enable more effective power factor correction in response to
reactive loads [16].

Balancing reactive loads would be done in a similar manner to
that described for real power applications and would be definitely
carried out, simultaneously. Challenges on balancing this reactive
load become obvious when investigating the reactive power
density of industrial parks wherein such measures are generally
higher than the density of residential loads. This must be over-
come as it has been recognised for some time now that returning
the power factor of the energy distribution network to as close as
possible to unity is a highly desirable outcome [16].

4.2. Optimal network algorithms

The optimisation of the network through network reconfiguration
has been proven to be vastly more complex than originally thought.
Yuan-Kang et al. [35] presents a methodology for distribution system
reconfiguration using an Ant Colony Algorithm (ACA) in order to
minimize power loss and increment load balance factor of radial
distribution systems that contains DGs. A multi-objective framework
has been presented by Amanulla et al. [36], for distribution system
reconfiguration in order to simultaneously minimize the system’s
real power loss and maximize the reliability. Moreover, Kavousi-Fard
and Niknam [37] presented a model for reliability enhancement of
the distribution system through reconfiguration strategy. This model
concurrently takes into account the cost due to active power losses
and the costs of customer interruption in a cost function. Rao et al.
[38] proposed a method to deal with the problem of distribution
system reconfiguration considering DGs. This problem is modeled as
an optimisation problem with the objective of real power loss
minimization and it is solved using Harmony Search Algorithm
(HSA) to concurrently reconfigure and determine the optimal loca-
tions for installing DG units.

The re-switching of the network to provide feeder load balance
presents many opportunities for efficiency; on the contrary, it has
also revealed inadequacies in computational speed of optimisation
algorithms [34]. A Current Index Based Load Balance Technique as
well as the Branch Exchange Algorithm are used to address the
complexity of the optimal network configuration problem as
investigated below. This technique calculates a current index for
any particular network configuration and compares this to a
formulated set of previously calculated current indexes. The lowest
current index calculated amongst all feasible switching options is
the optimal or near optimal network configuration [39]. The
Current index is calculated as:

FB ¼
ΔPR

PRmax�PRsys
� �
 !2

ð1Þ

where,

ΔPR¼ max jPRr�PRsys; jPRb�PRsys j
� � ð2Þ

Fb is the feeder current index for balance and PR is the loading
percentage ratio [39].

The Branch Exchange Algorithm proposed by Kashem et al.
[34], initially formulates an optimisation solution using heuristic
methods which is generally a locally optimal solution but may not
be the global optimal or near optimal solution desired for the
system operation. The algorithm then identifies all feasible switch-
ing options and calculates load balancing index (LBI) of the system
[34]. The equation for the LBI of the system is found below with Si
denoting the complex power flowing through the ith branch, Smax

i
is the maximum rating of the ith branch and nb is the number or
branches in the system [34].

LBsys ¼
1
nb

Xnb
i ¼ 1

Si
Smax
i

ð3Þ

The algorithm exhausts all feasible switching options calculat-
ing this load Balancing Index Until it reaches a minimum LBI and
an optimal or near optimal solution is found. Note that, a feasible
switching option is where no connected loads are isolated and no
closed loops are created. Moreover, constraints must be also
satisfied with the nodal voltage to be within a permitted range,
capacity and ratings of electrical assets not to be exceeded and the
system losses to be at minimum [34].

In comparison to other algorithms used to address the com-
plexity of network optimisation, branch exchange has many
valuable benefits. The major benefits chiefly include the computa-
tional speed and the accuracy of the optimal or near optimal
solution obtained by this method [34]. In dealing with real-time
applications, these two aspects of automation form part of the
most critical issues when dealing with optimisation. The solution
must be accurate and converge quickly so that optimal or near
optimal solution can be implemented and the benefits of such a
configuration can be achieved.

Table 1 shows the comparison between the branch exchange
method and the Current Index Algorithm.

4.3. Benefits of feeder load balance

By integrating feeder load balance into any DSA system, immense
benefits and desirable outcomes are achieved. Feeder load balance
enables a distribution company to gain operational efficiencies thr-
ough loss minimisation and system stability [33]. These benefits are
discussed below in relation to DSA and network reconfiguration
addressing why these benefits above all others are highly desirable as
a consequence of feeder load balance.

4.3.1. Loss minimisation
By reconfiguring the network for feeder load balancing, loss

minimisation can be achieved. The minimisation of loss is inextricably
related to the balancing of loads across feeders, significantly reducing

Table 1
Comparative study [34].

Branch exchange Current index

� Constraints such as voltage limit and system loss are considered for finding
optimal solution

� Easily applied to any large system in practice as it is able to determine optimal
solution with minimum computational effort and time, proven for 69-bus
test system

� Load balancing of every branch in each feeder has been considered

� Constraints are not imposed explicitly, thus the solution may lead to increased
system loss and/or violating voltage limit

� Search will be exhaustive, particularly for larger system in practice and
computational effort and time will be much higher. The considered test system
is a small hypothetical system

� Load balancing of every feeder only is considered
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the real power losses that occur during traditional distribution system
operation [33]. The Branch Exchange Algorithm explained in the
previous section involves the calculation of a Load Balance Index which
effectively calculates power loss over the distribution network for any
switching option. By selecting the lowest feasible LBI, the algorithm
invariably selects the network configuration that incurs the lowest
losses and therefore, is the optimal or near optimal solution [34].

Loss minimisation is desirable to distribution companies for several
reasons including high utilisation of electrical assets, lower operational
costs and fewer electrical asset tap changes. All these outcomes lead to
real savings in operational costs and can even defer various capital
investments, such as asset replacement for sometimes indefinite
periods of time [16]. Loss minimisation appears to be the major
contributing factor in the desired implementation of network reconfi-
guration and DSA [32].

4.3.2. System stability
Voltage stability is another important outcome of network reconfi-

guration and feeder load balance. The reconfiguration of the network to
alleviate overloading of feeders allows any voltage instability associated
with such conditions to be avoided. By mitigating the risk of voltage
and system instability through network reconfiguration, it can be seen
that, instances of voltage drop and voltage loss due to overloading
decrease, dramatically. It has also been proven in research papers that,
by finding the network configuration that incurs minimal power losses
as a consequence also exploits system voltage stability [32]. Distribution
companies gain system stability from network reconfiguration and
therefore, they are able to deliver more reliable energy. Due to both
system stability and loss minimisation, any connected customer that
receives its energy from a utility using network configuration will
consistently receive higher PQ and a more reliable energy service
delivery compared to customers connected to traditional utility
networks.

5. Renewable and distributed generation control through DSA

Distributed generation (DG) is the generation connected to lower
voltage levels found in the distribution system, typically at 400 V and
20 kV voltage levels. It is generally of low capacity and small output,
but can provide support to the distribution system during periods of
system stress [40]. Such examples of generation connected at the
distribution level are solar, wind, wave and geothermal generation as
well as small gas turbines typically situated at mining and waste
disposal sites. A comprehensive review of distributed multi-generation
(DMG) like combined heat and power (CHP) generation has been
conducted by Chicco andMancarella [41] that the DMG structures have
been summarised. The power sector has been interested in DG,
particularly to decrease power loss, increased reliability and also to
reduce emission [42,43]. For this purpose, Borges [44], has presented a
comprehensive review on reliability models and methods employed to
estimate Renewable Energy Sources (RESs) affecting the electric gen-
eration availability. Integrating DGs into distribution networks may
bring several challenges in the case of unintentional islanding, such as
PQ, safety, voltage and frequency stability and interference [45]. In this
regard, Heidari et al. [46] has proposed an intelligent-based islanding
detection technique.

Another aspect of RESs would be their intermittent nature that
some of them are involved with, like wind power generation. Thus,
it is necessary to exist an energy storage system to mitigate this
shortfall [47].

5.1. DG benefits

DG provides many benefits to the distribution industry in
supplying energy to its connected customers. DG can meet

additional peak demand that utilities may have trouble in supply-
ing through the traditional Base Load generation. Base Load
generation techniques generally provide large centralised capacity,
but may not be able to provide the additional capacity needed
during peak demand periods, such as during extreme heat or
extended cold weather. DG technologies such as solar and wind
power are suitable solutions to supply the extra demand required
by the distribution system during the extreme weather condition
periods whilst also providing renewable sources of energy [40].
DG when used to alleviate peak demand concerns forms part of a
concept known as DSM.

5.2. DG problems

DG whilst providing many benefits to the distribution system
can also induce many problems associated with the connection of
the additional supply to the grid. A vast majority of issues are
introduced when connecting DG to the distribution grid is con-
cerned with the matching of all waveform parameters between
the grid and the DG supply. The frequency of DG source, synchro-
nisation of DG waveform with the grid and matching of voltage
profile of DG source with the grid are just some of the problems
associated with the connection of DG [48].

Further to the synchronisation problems encountered in the con-
nection of DG to the distribution system, is the power electronic
equipment to facilitate this connection. Many DG systems generate
energy sporadically or produced in DC form. The power electronics
transforms the generated waveform from an inconsistent mess to a
more pure waveformmaking it able to be connected to the distribution
system. The problem with these high-powered electronic systems is
that they themselves introduce unwanted disturbances into distribu-
tion grid through their operation [40]. The control of these undesirable
features of DG is essential to the success of the DG program with the
integration of DG control into DSA.

5.3. DSA control of DG as a DSM program

The delivery of DSM schemes relies mainly on the accurate
real-time data and the ability to quickly enact DSM procedures
when appropriate to gain the most advantage to the distribution
system. The real-time data is provided by the IEDs while the data
is collected and transmitted by the proposed communication
system. The process of notifying the DG sources to be switched
in or out of service occurs once the decision is reached by the
automated system to engage DSM. Two possible methods of
achieving this outcome are through ripple control methods and
through broadcasting [49].

5.3.1. Ripple control
Ripple control technology is nothing new to the distribution

industry. The Off-Peak hot water system is a ripple control system
that has been used by utilities for decades to control electrical hot
water systems in the residential household. This is done by
injecting a high frequency signal usually at the zone substation
level into the voltage waveform which is detected by a relay. The
relay switches the hot water system on or off, effectively managing
the heating load during the maximum demand periods [50].

The system described above is instigated on a time basis when
utilities propose the demand for power will be at a minimum and
therefore, the switching of additional load into the system would
put little stress on distribution system. On the contrary, ripple
control system that would be used by DSA to switch in and out DG
sources during peak demand would be based on demand readings
taken by IEDs. A ripple control system initialised solely on time is
not ideal due to the timing of the maximum demand being
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inconsistent day to day as well as for each section of the network
[50]. In the proposed DSM control system for DG switching, the
ripple control would be initialised through the collection and
analysis of real-time data. If the data suggests that the network is
overloaded and the distribution system is under stress, certain
measures are needed to alleviate system stress. DSA would
calculate the optimal solution for DG source input and initialise
the ripple control to effect the desired DG source switching.

There are several problems associated with the use of ripple control
to effect the switching of DG sources in and out of connection with the
grid. The chief concern is the inevitable delay in signal propagation.
When a quick and succinct response is required to protect distribution
network equipment and to ensure continuity of supply to customers, it
is imperative that no delays are unnecessarily introduced to the
response time. Whilst this is a major problem of ripple control, the
system still provides benefits including security of control signals and
low set up cost. Control signal security is seen as an important
advantage of ripple control over other control signal techniques [50].

5.3.2. Broadcast control of DG sources for DSM
To improve the response time of a control system that alle-

viates the overloaded conditions of the network, the use of a
broadcast signal was suggested. Broadcast control can be used in a
similar method to PLC except that the signal is propagated through
a broadcast technology such as a wireless network, Next Genera-
tion network or radio signal. This method is faster at signalling DG
control but can have security issues with signals.

6. Conclusion

Recent advances in technology considerably help the power dis-
tribution systems to move towards intelligent networks. In this regard,
this paper investigated the DSA technologies like intelligent electronic
devices (IEDs) and Motes and discussed the advantages and disadvan-
tages of current systems. Moreover, DSA has been reviewed in the
context of Australia. Network reconfiguration is another key point
provided by DSA which is discussed in this paper. Furthermore, DG in
the context of distribution system automation associated with DSM is
an important issue scrutinised in this paper, while the role of protection
system as the heart of distribution systems was stated and investigated
from the system automation’s point of view. However, it seems
necessary to more investigate and assess the different aspects of
distribution system automation in detail.
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