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Voltage Collapse in Multi-Area Power Systems
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Abstract—This paper presents a novel performance index for
distributed monitoring of quasi-static voltage collapse in multi-
area interconnected power systems. Based on the sensitivity of the
smallest singular value of the power flow Jacobian matrix with re-
spect to the regional load vector, the performance index applies
overlapping decomposition in order to monitor the entire intercon-
nected system with minimal area-level information exchange. The-
oretical justification and practical implementation of distributed
voltage stability monitoring are presented. By comparing the value
of the performance index with a numerically robust threshold at
each administrative control area, each area will be able to monitor
quasi-static voltage instability at the entire interconnection level.
Numerical simulations in the IEEE 300-bus system illustrate the
effectiveness of the proposed performance index and the threshold.

Index Terms—Distributed monitoring, overlapping decomposi-
tion, voltage stability, wide-area monitoring and control.

I. INTRODUCTION

T HIS paper is motivated by the need for a systematic frame-
work that improves situational awareness in large-scale

power system operations. With an increasing penetration of spa-
tially dispersed and temporally variable resources into power
grids, operators in power systems now face a much broader set
of operating conditions than the traditional norms. Failure to
recognize the changes in system-wide operating conditions may
have led to the August 2003 Blackout, and may well lead to
other similar events. This creates the fundamental need to utilize
near real-time data obtained from massively deployed sensors
such as phasor measurement units (PMUs) for wide-area mon-
itoring, protection, and control (WAMPAC) in interconnected
power systems [1], [2].
In particular, the objective of this paper is to introduce and test

a distributed framework for monitoring potential quasi-static
voltage collapse in interconnected multi-area power systems.
Theoretically, quasi-static voltage instability is detected by the
near singularity of the centralized power flow Jacobian matrix
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[3]–[5] or related reduced order submatrices [6], or by the calcu-
lation of the rightmost eigenvalue or the smallest singular value
(SSV) of the dynamic state Jacobian matrix [7]. Besides eigen-
value [8], [9] and SSV [10], [11], other performance indices,
such as minimization of load voltage deviation [12], maximum
loading point [13], and least damping ratio [14], are also widely
used for voltage stability analysis. Reference [15] presents a
new stability index based on the measurement of local voltage
phasors. The index can identify the voltage collapse point when
it is near zero. More recent papers also use the second order ap-
proximation of the saddle-node bifurcation surface [16] and the
ant colony optimization [17] for instability detection.
In practice, online voltage stability monitoring is a critical

function in modern control centers of interconnected power sys-
tems such as PJM, NYISO, and NEPOOL. The core of voltage
stability analysis software in control areas utilizes a transfer
limit calculator (TLC), which simulates the MW transfer capa-
bility based on the latest system snapshot obtained by the state
estimator. The TLC determines collapse points corresponding
to a set of pre-defined interfaces, which consist of a set of mul-
tiple high-voltage transmission lines. These interfaces are used
to simulate typical scenarios of power transfer from generation
surplus regions to load centers. The interfaces are selected based
on the experiences of operators and lengthy off-ine studies. For
example, in PJM, the APSOUTH interface is defined as a set of
four 500-kV transmission lines that transfer power from PJM
West to the load centers of PEPCO, BGE, and DOMINIAN.
With the aid of the calculated transfer limits, the operators are
able to monitor and control the MW flow on each interface con-
tinuously so as tominimize the risk of potential voltage collapse.
However, such a centralized scheme of voltage instability

monitoring may not be effective under a much broader set of op-
erating conditions for the following reasons: 1) The TLC needs
a reliable state estimation solution as its starting point. It is often
the case that the global state estimator may not converge reliably
when the system is close to voltage collapse. 2) The pre-defined
reactive interfaces may not be the real weakest transfer inter-
faces in the system due to the change of operating conditions,
such as the transmission outages and the unstable output of re-
newable sources. 3) In order to obtain a reliable transfer limit,
one requires an accurate equivalence of external systems, but
this equivalence is either unavailable or results in a heavy com-
putational burden.
Decentralized monitoring and control methods of voltage sta-

bility in interconnected power systems have been studied in the
literature. Reference [18] creates a decentralized feedback lin-
earizing control design using local measurements. It decouples
the machine dynamics from the system dynamics and therefore
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not every generator needs to be converted. References [19] and
[20] put forward distributed algorithms for calculating optimal
power flow. Reference [21] employs local measurements of bus
voltage and load current to measure the proximity to system
voltage collapse, with the assumption that the rest of the system
is treated as a Thevenin equivalence. Using this simple method,
the system is completely distributed-only the measurements of
each bus are needed to detect voltage problems. However, the
nonlinearity of power systems renders the assumption of the
Thevenin equivalence less accurate in a broad range of oper-
ating conditions.
In this paper, by exploring the structure of electric power net-

works, we propose a performance index which lends itself to
distributed monitoring of system-wide quasi-static voltage col-
lapse. This performance index is based on the sensitivity of the
SSV of the decomposed power flow Jacobian matrix with re-
spect to the regional loading levels. Overlapping decomposi-
tion is applied so that tie-line buses are included in both of the
neighboring control areas. In this process most of the critical
information of the centralized power flow Jacobian matrix is
preserved [12], [22]. This performance index is 1) theoretically
justifiable; 2) practically easy to implement as an indicator of
potential voltage collapse; and 3) suitable for distributed moni-
toring in a WAMPAC framework.
The rest of this paper is organized as follows. The formulation

and theoretical justification of the distributed performance index
with overlapping decomposition is presented in Section II. A
numerically robust threshold to indicate voltage collapse is also
proposed. In Section III, the implementation of the distributed
monitoring algorithm is presented. Section IV gives the numer-
ical results for the IEEE 300-bus system and corresponding dis-
cussions. We draw conclusions and provide future research di-
rections in Section V.

II. PROPOSED PERFORMANCE INDEX FOR DISTRIBUTED
VOLTAGE COLLAPSE MONITORING

Large-scale power systems can be formulated by a coupled
set of nonlinear differential and algebraic equations (DAEs) [23]

(1)

(2)

Define as the number of generator buses, and as the number
of load buses. Assume we have constant load consumptions.
Differential (1), where , contains the lectromechan-
ical dynamics, electromagnetic dynamics, and excitation system
dynamics of a generator. Algebraic (2), where ,
represents the real and reactive power balance equations.

is the vector of generator internal state variables.
defines the generator control variables. rep-

resents the algebraic variables—real and reactive power injec-
tions. defines the system parameters.
Generally, the steady-state voltage stability of a power system

is evaluated by monitoring the singularity of the system dy-
namic Jacobian matrix, which is the linearized version of DAEs
(1) and (2), with algebraic (2) eliminated [5]. Elimination of (2)

is based on the non-singularity of the power flow Jacobian ma-
trix derived from (2)

(3)

where ; and
define the nodal injection of real and reactive power;

and represent the phase angle
and voltage magnitude of the buses. As the power system gets
more and more stressed, the power flow Jacobian matrix
will move closer to singularity. Therefore, the near singularity
of matrix can be used as an effective tool for monitoring
quasi-static voltage collapse [3], [10], [11].
Starting from our previous work in [22], we define a novel

performance index , which is based on the sensitivity of the
SSV of the power flow Jacobian in (3) with respect to the re-
gional loading levels. In contrast with commonly used , such
as the SSV of the system-wide Jacobian, this new proposed
allows effective distributed monitoring of system-wide voltage
collapse. Based on the local measurements and state estimation,
each control area can compute the and monitor the distance
of system from voltage collapse. In what follows we provide the
formulation and theoretical justification for the effectiveness of

in distributed monitoring of quasi-static voltage collapse.

A. Centralized Performance Index

is defined as

(4)

where represents the SSV of the system-wide power flow
Jacobian matrix ; defines the apparent
power of each bus with load; is the total number of buses with
load in the system.
Proposition 1: Consider the power system in DAEs (1) and

(2). System-wide voltage collapse is about to happen when
in (4) satisfies

(5)

where is the threshold for monitoring voltage collapse, and
will be given in the following section.

Proof: Assume each bus with load has a constant power
factor, i.e.,

The apparent power injection at bus could be represented as

For bus , the following expression holds:

(6)
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where is the vector of voltagemagnitude
for buses with load.
A combination of (6) for all buses with load will result in

(7)

where the superscript operator of the middle matrix
defines the dot inverse of each element in the matrix. The last
term in (7) represents the sensitivity of the SSV of
the power flow Jacobian matrix with respect to the voltage
magnitude of each bus. Obtained from state estimation by
the energy management system (EMS), the vector of voltage
magnitude together with the phase angle can be used to con-
struct the Jacobian matrix . As a result, voltage magnitude
will have an impact on the singularity of , equivalently
on . This indicates the implicit relationship of and .
What follows will be the nonzero property of . As
the system gets more and more stressed, will move closer
to zero, and will have larger elements. With the
nonzero , in (7) will end up with larger
and larger elements.
The proposed in (4) can be equivalently described as

(8)

As moves closer to zero, will correspondingly become
larger. When (5) is satisfied, will be detected, with

equivalently having close to zero value. As a result, the po-
tential system voltage collapse will be detected.
Remark 1: As a commonly used , the SSV of the

system-wide Jacobian has very small value near system singu-
larity. This makes it difficult to monitor the proximity of to
zero using the even smaller change of . Instead, the proposed

in (4) holds a large value near system singularity, which
makes it much easier for EMS to detect voltage collapse.

B. Overlapping Decomposition

The current existing interconnected power system is struc-
tured into different control areas that form the administrative
boundaries. Each control area monitors and controls the power
network within its boundary, and different control areas are in-
terconnected via tie lines. For the power grid, each area can
collect as much information as possible within its boundary.
However, information exchange among areas is often limited
due to the burden of communications. Under this condition,
overlapping decomposition is employed to partition the whole
system with tie-line-bus information included in both of the
neighboring control areas. Since one can calculate the phase
angle and voltage magnitude by power flow equations, using
overlapping decomposition can help control areas achieve no
information exchange, which will make relaxations for the com-
munication burdens. The implementation of overlapping de-
composition is described as follows.

represents the set of buses inside control area , and has

the properties: for , and

, where is the set of buses, is
the total number of control areas, and is the total number of
system-wide buses.

defines the set of tie-line buses directly connected to but
outside control area .
By overlapping decomposition, the system-wide power flow

Jacobian matrix can be partitioned into an block ma-
trix. For any two neighboring control areas and connected
via tie lines, the mathematical representation of overlapping de-
composition can be described as

(9)

where , , . The first two rows represent
control area . stands for and in set , while
represents and in set ; refers to and in set
, and defines and in set . The last two rows

represent control area with similar notations holding.
For control area , if the nonzero off-diagonal blocks in (9)

are neglected, the lost information is about the buses in area
that are directly connected to the tie-line buses. These buses are
defined as the “Second Level Bus (SLB)” for area with the
tie-line bus defined as the “First Level Bus (FLB).” Due to the
structure of electric power networks, the high sparsity holds for
the off-diagonal blocks, which also have smaller elements than
do the diagonal blocks. Therefore the impact of neglecting the
SLB in area will be small.
With the acceptable neglect of the off-diagonal blocks in (9),

the decentralized power flow Jacobian matrix for control area
could be represented as

(10)

which has a lower dimension and therefore the advantage of
saving computational time and complexity for area . For re-
alistic large-scale interconnected power systems, this computa-
tional advantage enables the proposed method for real-time op-
erations. Furthermore, taking the tie-line-bus information into
consideration, overlapping decomposition preserves most of the
critical information of the system-wide power flow Jacobian
matrix and will perform more accurately.

C. Distributed Performance Index

From Proposition 1, the near singularity of the system-wide
power flow Jacobian matrix results in system-wide

satisfying (5). This can be used as an ef-
fective indicator for monitoring potential voltage problems. In
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this section, we will use a similar definition as (4) to define a de-
centralized that can be employed to monitor system-wide
voltage collapse by control areas in a distributed manner.
Define decentralized of control area as

(11)

where is the SSV of the decentralized power flow Jacobian
matrix in (10); is the vector of apparent power for the
buses with load in area . The decentralized has a similar
definition to system-wide in (4), except that and are
the regional variables.
Proposition 2: Consider the power system in DAEs (1) and

(2). System-wide voltage collapse is about to happen when there
exists at least one control area whose satisfies

(12)

where is the threshold for monitoring voltage collapse.
Proof: Assume the system-wide power flow Jacobian ma-

trix is partitioned as (3). When is nonsingular, block diag-
onal dominance of will hold [24]. By using the Gerschgorin
Circle Theorem [25] and its generalization [26]–[28], the SSV
of will lie in the union of two disks. The center of each disk
is the SSV of diagonal block or . The corresponding
radius of each disk is the largest singular value (LSV) of off-di-
agonal block or .
Similarly, for area , the decentralized Jacobian in (10)

can also be represented in the form of

For each control area, will lie in the union of two disks,
with the SSV of the diagonal blocks being the centers and the
LSV of the off-diagonal blocks being the radius.
Define

(13)

as the smallest one among the SSV of all control areas.
can be treated as the reconstructed SSV using all decentralized
.
Recall the reason could be described in (10) is that the

off-diagonal blocks of (9) are highly sparse with small elements.
Mathematically this reason could be represented as

that is, the largest elements of the off-diagonal blocks could be
bounded by some real numbers and . Because of the phys-
ically stronger interconnections of the buses in sets and
than those in the SLB, and will always be smaller than
the infinite norm of the diagonal blocks in (9). This can fur-
ther demonstrate the feasibility of neglecting the SLB. Under
this condition, the union of the eigenstructure of each area will
reconstruct that of the original system. As a result, when the
system is near singularity, will satisfy

(14)

The bounded error is set to be 0.1, which means is suffi-
ciently close to the system-wide .
Based on the above analysis, assume area contributes

in (13). The corresponding will satisfy

(15)

where

(16)
getting closer to zero will result in becoming larger.

When (12) is satisfied, will be detected and the cor-
responding will hold a close to zero value. With the re-
lationship of (14), the system-wide is also close to zero,
which can indicate that satisfies (5). In other words,

can indicate system collapse. As long as there ex-
ists one area that has satisfying (12), system-wide
voltage collapse could be detected.

D. Threshold for Distributed Monitoring

Proposition 2 provides a distributed way to monitor system-
wide voltage collapse. To detect , a robust way to
define the threshold is in great need.
Because of the definition of in (11) and the differences

in system characterizations, will be system sensitive.
Under this condition, each control area should first take re-
gional system and load characterizations into consideration,
and then define a normal value, , as the regional base
value for . This normal value determination should be
conducted before online monitoring. Corresponding procedures
are described as follows.
Prior to real-time implementation, each control area collects

the historical load data and conducts offline learning to find an
appropriate reference, . In order to find ,
control areas should concentrate on the load with relatively
lower values, typically around trough values of daily load. This
could increase the contrast between the stressed detected
around the peak values of daily load and the reference, and
therefore give an early alert for voltage collapse. Within typical
seasonal cycles, time interval in which load data are around
trough values can to be determined by statistical analysis.
After that, offline calculation of in that interval can be
conducted using (11). Then, is defined as the mean
value of all the in that interval. Because of the differences
in system and load characterizations, the time interval will be
different, and also will vary for different control
areas.
After the offline calculation of , control areas ob-

tain the precondition for online monitoring. In order to employ
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a robust threshold, control area needs to compare from
online calculation with , that is, to compute the ratio

(17)

where is at the time step. equiva-
lently represents the relative change of for the step.
Therefore, the change of for each step is of interest to the
system operator, rather than the actual value of .
Under normal conditions, area will not have a very high

load, which means the load will stay in the time interval deter-
mined for for most of the time. This will result in the
value of staying around 1. Due to the normalized definition
of in (17), it is reasonable to specify , which
is robust for all control areas. Therefore, it is easier for EMS of
control area to monitor for voltage problem detection. The
following proposition is to sum up the above statement.
Proposition 3: Consider the power system in DAEs (1) and

(2). System-wide voltage collapse is about to happen when there
exists at least one control area whose satisfies

(18)

where is a robust threshold for all control areas.
Remark 2: We could set since 10 times larger than

could be treated as significantly large based on engi-
neering experience and simulation practice, where repre-
sents the relative change of for the time step as
compared with that of normal loading conditions. A change of
10 times of would indicate the closeness to ill condition of
the system.

III. IMPLEMENTATION OF DISTRIBUTED
MONITORING ALGORITHM

Based on the discussions in the previous section, the pro-
posed is specifically tailored for the distributed monitoring
of system-wide quasi-static voltage collapse. In this section,
we present the algorithm for distributed online monitoring of
quasi-static voltage collapse in multi-area power systems.
The implementation flowchart for control area , where

, is presented in Fig. 1. Steps 1 to 7 are conducted
by EMS of area . EMS of the system operator will implement
Step 8. Online monitoring is conducted from Steps 2 to 8.
Step 1) Offline Learning: Determine by offline

study using historical data.
Step 2) Perform state estimation.
Step 3) Construct Jacobian matrix by (10).
Step 4) Compute of .
Step 5) Calculate by (11).
Step 6) Find normalized ratio by (17).
Step 7) Once satisfies (18), go to Step 8. Otherwise,

return to Step 2.
Step 8) System operator receives alert from area and EMS

conducts system-wide corrective control.
In the next section, the IEEE 300-bus system will be em-

ployed to illustrate the effectiveness of the proposed and
the threshold for distributed monitoring of quasi-static voltage
collapse.

Fig. 1. Implementation of distributed monitoring algorithm for area k.

Fig. 2. System sketch for the IEEE 300-bus system with 3 control areas.

IV. NUMERICAL ILLUSTRATION

To demonstrate the effectiveness of the distributed and
the threshold, the IEEE 300-bus system is employed in simu-
lation. The simulation is conducted in [29]. It is
assumed that voltage collapse happens if the power flow equa-
tions fail to converge in 100 iterations with a tolerance of .
The whole system is decomposed into three control areas.

The Electric Reliability Council of Texas (ERCOT) load data
for July 29, 2011 is used. The load data of weather zones
“East,” “North,” and “West” are scaled to show the trends of
load change for the three control areas. In order to simulate
instability, the load levels are extended by interpolation. The
change rate of load for the buses within one area is specified
as the same. Local generators are employed to balance the
incremental real power until the power flow equations fail to
converge.
A graphic illustration of the IEEE 300-bus system is pre-

sented in Fig. 2. Tie lines are shown with bus numbers and the
directions of power flow.
Figs. 3–6 employ 4-subplot figures with cyan plus, pink pen-

tagram, blue square and black circle curves to present the sim-
ulation results of the centralized system and control areas 1,
2, and 3, respectively. The horizontal axis represents real time
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Fig. 3. Actual load for IEEE 300-bus system. (a) System-wide load. (b) Load
in Area 1. (c) Load in Area 2. (d) Load in Area 3.

with a time interval of 15 min between 2 points. The subplot
in (a) showing the overall system condition is employed to il-
lustrate the effectiveness of the distributed monitoring method.
The power flow equations stop converging at the 44th iteration,
which represents 11:00 am, so all the figures are shown from
12:00 am to about 12:00 pm. Potential voltage collapse needs to
be detected before 11:00 am to leave enough time for the system
operator to perform corrective control.
Using scaled load data from ERCOT, the load is depicted in

Fig. 3. For areas 2 and 3 the loads are shifted to get distinguished
from that of area 1.
The SSV of the system-wide Jacobian matrix and the de-

centralized Jacobian matrix are depicted in Fig. 4. It can be
seen that the SSV change slightly with different values during
the early time periods. Near the voltage collapse point at 11:00
am, the SSV for all subplots have large and fast drops. The
points enclosed by red circles are defined as the point,

, representing one iteration step before voltage col-
lapse. These points are calculated at 10:45 am. The central-
ized SSV can indicate the proximity of a quasi-static limit
using subplot (a) in Fig. 4. However, as stated in Remark 1, the
change of is so small that a simple record of cannot
provide a clear indication of system voltage collapse. Table I
presents an illustration of this. It shows the values of the central-
ized and decentralized SSV at some typical iterations. The last
column of Table I represents the numerical value of in (14).
At the 43rd iteration, is very close to , with the error of
3.01%. In other words, is the defined in (13). This
can demonstrate the statement of Proposition 2 and also make

satisfy (14).
for the centralized system and the control areas are pre-

sented in Fig. 5, with Fig. 6 showing the zoomed-in figure.
During the early time period, the changes in are relatively
small, which is due to the slight changes in corresponding SSV
and loading levels. In Fig. 6, the points enclosed by red circles
are the point at 10:45 am, denoted by . It is

Fig. 4. SSV for IEEE 300-bus system. (a) SSV of system-wide Jacobian .
(b) SSV of Area 1 Jacobian . (c) SSV of Area 2 Jacobian . (d) SSV of Area
3 Jacobian .

TABLE I
COMPARISON OF EIGENSTRUCTURE OF CENTRALIZED

AND DECENTRALIZED JACOBIAN

worthwhile to explain the fluctuations of area 3 in subplot (d)
of Fig. 6. The fluctuation starts around 9 am. From the defini-
tion in (11), the value of mainly depends on the change of

with respect to the change of regional loading level. As
shown in Figs. 3 and 4, during the fluctuation interval, the nu-
merator decreases slightly and almost uniformly, while
the regional load has some small fluctuations, resulting in too
small changes between two steps. With almost the same numer-
ator, the smaller denominator will lead to a larger . How-
ever, what will be seen following is that given the choice of the
threshold ( being 10 times larger than that in normal condi-
tions), these fluctuations are small enough as not to create any
false alarms of voltage collapse. It is observed that the proposed
method is robust enough against load fluctuations within normal
conditions.
Table II presents the values of centralized and decentral-

ized at some typical iterations. As long as is suffi-
ciently large to satisfy (12) or (18), can be used to
detect system-wide voltage collapse. Therefore it is of no need
to compute for . As the system approaches voltage collapse,
centralized and decentralized both increase quickly.
That is because and are both small, and the terms
in (7) and (16) make the changes of and even faster.
This demonstrates the advantage of stated in Remark 1.
Although indicates system voltage problems well, the

values of vary for different areas as can be seen from
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Fig. 5. PI for IEEE 300-bus system. (a) System-wide PI. (b) for Area 1.
(c) for Area 2. (d) for Area 3.

Fig. 6. Zoomed-in PI for IEEE 300-bus system. (a) Zoomed-in system-wide PI.
(b) Zoomed-in for Area 1. (c) Zoomed-in for Area 2. (d) Zoomed-in

for Area 3.

TABLE II
COMPARISON OF CENTRALIZED AND DECENTRALIZED

Table II. Therefore, the determination of and
the calculation of ratio are necessary to perform a robust
threshold. For this kind of hot summer day, the normal value
of load exists at the beginning of the day, as shown in subplot

Fig. 7. Distributed monitoring for IEEE 300-bus system.

(b) of Fig. 3 without time shifting. So the load data from 5:00
am to 9:00 am for area 1 are specified as the base load and are
used to calculate corresponding . Similar procedures
are performed for areas 2 and 3 with certain time shifting.
The normal values for each area are ,

, and . During online
monitoring, each area takes new load data for each iteration
and follows the algorithm in Section III.
Fig. 7 depicts the ratio for each control area, and Fig. 8

shows the zoomed-in performance. During the early time pe-
riod with base regional loading levels, the ratios have some
relatively small values around 1. The existence of small fluctu-
ations due to those of will not cause any false alarms.More
offline learning will be needed to get a more accurate normal
value of and reduce the risk of false alarms. More-
over, with , the alert point reported from area 1 is at about
10:10 am in Fig. 8. This is even 35 min earlier than the
point at 10:45 am. From these two figures, the system operator
could also tell that area 1 is more prone to voltage collapse. So
after receiving the alert from area 1, the system operator will
have more than 35 min to perform system-wide corrective con-
trol. The value of could be adjusted to some lower level to
provide the system operator more time for corrective control.
In this way, a potential voltage collapse could be detected even
earlier as can be seen from Fig. 7.
It is worthwhile to discuss the advantages of the overlapping

decomposition used in this paper. From (9) to (10), the infor-
mation of the SLB is neglected. The simulation results shown
in Table I illustrate that the error of SSV is very small (3.01%),
which further demonstrates the small error of using overlap-
ping decomposition. A comparison of the proposed overlap-
ping decomposition is given with the revised overlap-
ping decomposition , which takes the SLB into account.
Table III presents the values of the SSV and at the
point for comparison. In the first two rows, the results show
that the SSV of has a much larger error than that of .
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Fig. 8. Zoomed-in distributed monitoring for IEEE 300-bus system.

TABLE III
COMPARISON OF OVERLAPPING DECOMPOSITION

This counterintuitive result is due to the existence of larger ex-
ternal impacts from the neighboring areas on voltage stability.
In the last two rows, the results show that the of gives
almost as good an indication of voltage problems as that of

, since both have large values satisfying (12) near system
singularity. However, the larger error of SSV by indi-
cates a violation of (14) and makes the resulting less ac-
curate. This is one shortcoming of . Furthermore, to get
information about the SLB, area-level information exchange is
needed, and therefore package loss and communication delay
may occur. This makes it more difficult to perform . An-
other advantage of overlapping decomposition is the reduction
of computational burden. The average computational time for
calculating the centralized and decentralized SSVs is

, , , and . This indi-
cates that even for this 300-bus test, distributed method saves
significantly computational time compared with the centralized
method. When implemented in large-scale realistic power sys-
tems, the proposed method is expected to have significant com-
putational time saving compared with the centralized approach.
To sum up, the proposed overlapping decomposition not only
is effective for distributed monitoring of voltage problems, but
also can be easily implemented in reality and reduce computa-
tional burden. Since the information about tie-line buses could
be obtained by power flow analysis, the proposed overlapping
decomposition will help the control areas achieve the goal of no
area-level information exchange and realize the real-time oper-
ations.

V. CONCLUSION

This paper presents a novel performance index for online
monitoring of system-wide quasi-static voltage instability in a
distributed way. The performance index is based on the sensi-
tivity of the SSV of the distributed power flow Jacobian ma-
trix with respect to the regional loading levels. Overlapping de-
composition is employed to decompose the system into different
control areas based on administrative rules. Theoretical justifi-
cation is presented for the effectiveness of decentralized ,
and a normalized ratio is put forward for the control areas to
obtain a robust threshold for monitoring system-wide voltage
collapse. Each control area can calculate its and ratio in
a lower dimension using the information of the regional buses
and the tie-line buses without area-level information exchange.
The IEEE 300-bus system is employed in simulation to illus-

trate the effectiveness of the proposed performance index and
the threshold. The results of the simulation demonstrate that the
proposed performance index could indicate system-wide quasi-
static voltage collapse in a distributed manner. With the de-
fined performance index, the difference between system per-
formances under stressed and normal conditions is enlarged,
which makes it easier for EMS to detect voltage collapse. With
the definition of ratio , the threshold presents the robust-
ness for different control areas to monitor in a distributed way.
By monitoring the occurrence of alerts in different areas, the
system operator will be able to determine which area is more
prone to future voltage collapse incidents. By choosing the ap-
propriate threshold, the proposed monitoring method provides
enough lead time to allow the system operator to perform cor-
rective control before the ultimate voltage collapse. From the
simulation, the objective to monitor system-wide quasi-static
voltage collapse in a distributed way with minimum informa-
tion exchange among administrative areas has been achieved.
From the effectiveness of our proposed method on the

300-bus system, it is reasonable to conjecture that our method
is applicable to large-scale power systems. Further work will
test the robustness and effectiveness of the proposed moni-
toring approach using realistic data. Practical implementation
issues for the proposed monitoring framework, such as com-
munication failure and computational parallelism, should also
be future avenues of research. Future research will also focus
on methodologies to increase stability margin and enhance
voltage stability, using application of static VAR compensators
(SVC) [30], or flexible AC transmission systems (FACTS)
[31], and control aspects of dynamic voltage stability [32].
Last but not least, the proposed voltage collapse monitoring
framework should be integrated as part of the future WAMPAC
decision-making package for large-scale power systems.
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