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Operational research assumes that organizational decision-making processes can be improved by making

them more rigorous and analytical through the application of quantitative and qualitative modeling. How-

ever, we have only a limited understanding of how modeling actually affects organizational decision-making

behavior, positively or negatively. Drawing from the Carnegie School’s tradition of organizational research,

this paper identifies two types of organizational decision-making activities where modeling can be applied:

routine decision making and problem solving. These two types of decision-making activities have very dif-

ferent implications for model-based decision support, both in terms of the positive and negative behavioral

impacts associated with modeling as well as the criteria used to evaluate models and modeling practices.

Overall, the paper offers novel insights that help understand why modeling activities are successful (or not),

explains why practitioners adopt some approaches more readily than others and points to new opportunities

for empirical research and method development.

© 2015 Elsevier B.V. and Association of European Operational Research Societies (EURO) within the

International Federation of Operational Research Societies (IFORS). All rights reserved.
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1. Introduction

Models and data play important, perhaps increasingly large roles

in organizational decision making (e.g., Rust & Huang, 2014). This pa-

per elucidates the phenomenon of model-based organizational deci-

sion making from a behavioral perspective. The study is instrumental

in orientation: I focus on the ways in which the use of modeling

enables or, perhaps, obstructs organizational decision making that

is efficient, effective and, ultimately, enhances organizational perfor-

mance. A broader, sociological analysis of modeling in organizations

is outside the purview of this study (cf., Jarzabkowski & Kaplan, 2015).

For the purposes of this paper, model-based decision making is con-

sidered to refer to any decision-making process that is supported

by the use of quantitative or qualitative analytical methods (e.g.,

Ranyard, Fildes, & Hu, 2015). Examples range from the application

of simple optimization, statistical inference methods and qualitative

causal mapping to sophisticated cost–benefit analyses, portfolio

optimization, forecasting, simulation-based scenario planning,

participatory problem structuring processes and customer analytics.

The OR literature has rather well-established metrics for

assessing the technical performance of modeling methods (e.g.,

computational efficiency, prediction accuracy, robustness of policy

recommendations); however, any method will produce benefits to an

organization only to the extent that it actually changes the behavior

of its actors in ways that improve organizational performance. In this
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pirit, we are beginning to see some encouraging examples of “be-

avioral OR” (Hämäläinen, Luoma, & Saarinen, 2013; see, e.g., Franco,

013; Monks, Robinson, & Kotiadis, 2014; Pessôa, Lins, da Silva, &

iszman, 2015). However, the majority of this research has focused on

he behavioral side of OR at the individual and group levels of analy-

is. A rigorous, behavioral analysis of OR at the organizational level of

nalysis is also needed. Besides contributing to behavioral OR, such

nalysis can inform ongoing debates pertaining to the role that OR

as (or should have) in organizations (e.g., Mingers, 2011; Mortenson,

oherty, & Robinson, 2015; O’Brien, 2011, 2015; Ranyard et al., 2015).

To better understand where OR methods can and cannot help in

rganizations, one has to understand the organizational realities of

ecision making, how organizations make decisions in practice, and

ow OR methods could be integrated into those practices. The organi-

ational realities with which OR needs to cope include limited man-

gerial attention and organizational resources (Rudolph & Repen-

ing, 2002), complexity and causal ambiguity (Mosakowski, 1997)

nd diverse interests and mental models (Kaplan, 2008). These “sit-

ational features” (Pessôa et al., 2015, p. 852) vary across problem

ontexts, impacting what is demanded of OR (Mingers, 2011) and set-

ing boundary conditions on what problem-solving procedures can

e reasonably implemented (Ormerod, 2008).

The goal of this study is to help in understanding how the chal-

enges above generate opportunities for model-based decision mak-

ng as well as limit the application of different OR methods. I en-

age in what Ackermann, Franco, Rouwette, and White (2014, p. 168)

all “theory borrowing” to understand the phenomenon of model-

ased decision making, especially how and why operational research
EURO) within the International Federation of Operational Research Societies (IFORS).

http://dx.doi.org/10.1016/j.ejor.2015.08.039
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ejor
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ejor.2015.08.039&domain=pdf
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ethods “are (or are not) successful in different or similar contexts.”

pecifically, this study builds on the Carnegie School’s tradition of or-

anizational research (e.g., Augier, 2013; Cyert & March, 1992; March

Simon, 1993; Simon, 1997) to identify a set of decision-making

rocess types that occur in organizations. I subsequently draw on

R scholarship, both the methodological literature and empirical re-

earch (e.g., case studies), to develop a typology of uses and impacts

f OR methods in organizations.

The analysis highlights two very different decision-making activ-

ties: routine decision making and problem solving. Routine decision

aking entails following an established decision-making procedure,

eveloped over time through repeated exposure to similar situations

March & Simon, 1993). Routine decision making is usually efficient

nd reliable and, consequently, organizations have a tendency to rou-

inize decision making (Cyert & March, 1992). However, when new

ituations occur or routine decision making fails, organizations en-

age in problem solving, which refers to the process of arriving at a

ecision with less support from established problem framings and

ecision-making procedures.

Building on these behavioral assumptions, I elucidate how

R might be used in organizations to enhance decision-making

erformance. The desired effects of modeling on organizational

ecision-making behavior fall into two broad categories. First, mod-

ling can increase the efficiency and effectiveness of routine decision

aking. In essence, model-based decision making has the capacity to

nhance the speed and accuracy of decision-making calculations that

re challenging for boundedly rational humans. However, the use of

odels to support routine decision making may lock organizational

ctors into narrow problem framings and can cause failures to rec-

gnize change. These uses of models also tend to suppress diversity,

hich can limit the emergence of creative solutions to problems.

raditional performance criteria (e.g., external validity) are impor-

ant in evaluating models that are used to support routine decisions

Barlas, 1996). Second, modeling can support problem-solving pro-

esses. This can happen, for example, through the ability of modeling

o enable the exploration of one’s own mental models and focusing

ttention. In these situations, models can also be used to reveal and

econcile organizational conflicts. However, model-based decision

aking is costly and takes time. Thus, its benefits should be weighed

gainst the opportunity cost stemming from tying resources to a

odel-based intervention. In applications of modeling to problem

olving, traditional validity criteria play a smaller role; equally if not

ore important criteria in evaluating methods and models include

hose pertaining the behavioral effects (e.g., mental model change,

nowledge integration) that models and modeling activities produce

e.g., Franco, 2013; Sterman, 2002; White, 2006).

Overall, the results presented help recognize when the incorpora-

ion of modeling is likely to improve organizational decision making

or not), aiding both managers and modelers understand when and

hich type of modeling should or should not be made part of an

rganizational decision-making process. This comparative thinking is

ital for effective OR scholarship and practice. Moreover, the study

xplains how behavioral fit, or the extent to which modeling disrupts

stablished decision-making procedures, influences the likelihood of

ifferent methods being adopted by practitioners. Finally, I suggest

irections for future empirical research and model development

ithin OR.

. Organizational behavior and OR

This study contributes to the emerging literature on behavioral

R, which refers to the “analysis of the behavioral human factors

elated to the use of modeling in problem solving” (Hämäläinen

t al., 2013, p. 623). More specifically, my goal is to understand the

se and impact of modeling in organizational decision making. The

xplicit focus on model-based decision making in organizations com-
lements behavioral studies of modeling at the level of individuals

Monks et al., 2014) and groups Franco (2013). The behavioral per-

pective I develop emphasizes that the organizational consequences

f modeling, positive or negative, must be understood in terms of the

hanges that occur in the decision-making behavior of organizational

ctors as the result of modeling activities.

Broadly speaking, interest in the process and consequences of

odeling in organizations has a long history. Especially soft OR, de-

ision analysis and systems thinking/dynamics scholars have empha-

ized the importance of understanding OR as a cognitive and social

rocess and appreciating the wider organizational (or social) con-

ext where modeling activities occur (e.g., Checkland, 2000; Sterman,

002; von Winterfeldt & Fasolo, 2009). A failure to be sensitive to

ays in which the broader organizational context impacts how OR

an be used and to the potential consequences of models and mod-

ling can negatively affect the acceptance and benefits of OR in or-

anizations. For example, Ackoff (1977) notes that the paradigm of

ptimization in OR is not well aligned with the real challenges faced

y managers. Managers, he argued, address “messes” where the opti-

ization paradigm of OR has little use. To rephrase this argument in

ehavioral terms, there is a poor fit with the actual behavior of man-

gers and the assumptions that OR makes about that behavior. This

erspective echoes the argument of Rittel and Webber (1973) in a

ublic policy context, where problems are usually “wicked.” As oper-

tional research methods are designed to deal with “tame” problems,

ittel and Webber (1973, p. 162) argue, they become relevant “only

fter the most important decisions have already been made, i.e., after

he problem has already been tamed.” More recently, Minger’s (2011,

. 731) discussion of the history of soft OR argues that, even today,

the traditional mathematical modeling tools of OR are ineffective”

hen trying to tackle messes. The reasons for this inadequacy are

imilar to those that Ackoff, Rittel and Webber, and other critics of OR

e.g., Checkland, 2000; Checkland & Holwell, 2004) have identified.

or the sake of balance, we should note that quantitative OR, despite

ts alleged limitations, continues to be used in organizations. Quanti-

ative modeling is, moreover, frequently used with good outcomes, at

east judging from the results reported in the literature (e.g., Metters

t al., 2008).

In any case, the general point of the criticisms of OR is very impor-

ant: unless OR methods are aligned with the actual circumstances

f organizational decision making, they are unlikely to be adopted

nd, when they are, the results from using them might be disappoint-

ng. Observed misalignments between OR methods and the perceived

eality of organizational decision making have been an important

riving force of method development within OR and its sister dis-

iplines (e.g., systems thinking). For example, Mingers (2011, p. 739)

rites, “Over a period of forty years, a range of methods have been

eveloped to tackle complex, wicked problems that the traditional,

athematically-based tools of OR are unable to deal with.” Despite

mportant methodological advances, however, the challenge of align-

ent persists. A recent assessment of OR practice in this journal ar-

ues that “if OR is to prosper it needs to more closely reflect the needs

f organizations and its practitioners” (Ranyard et al., 2015, p. 1).

Without a doubt, the problem expressed by Ranyard and col-

eagues can be partly solved by continuing to develop new methods

hat help solve specific types of problems faced by managers, which

re not adequately addressed by any of the existing methods. How-

ver, the goal of this study is to take a broader look at the use and

mpact of OR in organizations from a behavioral standpoint. In other

ords, the goal is to elucidate the practice of OR as it occurs in

rganizational settings, which continues to be understood only to

limited extent (Checkland & Holwell, 2004, p. 59; Franco, 2013,

. 720). The question is, to borrow Yearworth and White’s (2014,

. 932) words, when models are used to support organizational

ecision making “what is it we are actually doing?” The goal of

he study is to clarify the nature of organizational decision-making
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processes and, consequently, to explain how and why modeling

can impact those processes, positively or negatively. The results are

organized into a typology of possible uses of OR in organizations.

In essence, the typology clarifies the behavioral changes that the

use of modeling can induce in organizations and thereby improve

organizational decision making. However, I also highlight potential

unwanted (behavioral) consequences stemming from model use.

Armed with such a behaviorally realistic account of model-based

organizational decision making, the OR community is in a better

position to develop solutions that are more widely accepted, and

general more beneficial impacts in organizations.

The approach here complements other typologies of OR, which

are usually slightly more prescriptively oriented. These frameworks

are intended to improve OR practice by facilitating the process of

method choice so that the methods selected fit the characteristics

of the problem situation (e.g., Mingers, 2003, p. 568). The system of

system methodologies (SoSM) (Jackson, 2003, 2006; Jackson & Keys,

1984) is a good example. The SoSM classifies problem situations ac-

cording to their complexity and the extent to which decision makers’

values diverge. Depending on the assumptions regarding the nature

of the problem situation, different OR methods are appropriate.

For example, system dynamics might be suitable for dealing with

complexity, whereas soft systems methodology or multiple-criteria

decision analysis might be more appropriate in situations where

decision makers’ values diverge. Similar typologies include Jackson’s

(2009) use of Boulding’s (1956) hierarchy theory, Mingers’ (2003)

philosophical classification of the management science methods

and Pidd’s (2004) categorization of problem situations as puzzles,

problems and messes. My goal is to complement these typologies

by taking a descriptive approach that focuses on explaining what

happens in model-based decision making processes and why. More-

over, by using the Carnegie School’s perspective as a starting point,

which has not been applied to OR before, my aim is to highlight new,

previously less explored aspects of OR in organizations.

Perhaps the closest equivalent to the typology being proposed

here is Pidd’s (2004) distinction between tools for routine decision

making and tools for thinking.1 In his brief discussion, Pidd suggests

some benefits that arise from these two types of uses for modeling

and examines some methodological performance criteria appropriate

for each type of use. My analysis agrees with Pidd’s but adds impor-

tant new dimensions to the analysis. First, I ground my classification

of OR more firmly in established theoretical assumptions about orga-

nizational behavior. Laying such a theoretical foundation is important

because it facilitates knowledge accumulation and helps direct future

empirical research in the field (e.g., Van de Ven, 1986, p. 604). Second,

while Pidd discusses the intended consequences of applying models

in decision making, I additionally draw attention to the unintended

(negative) consequences of modeling activities. This is important

in helping scholars and practitioners explain and understand dis-

appointments in modeling projects as well as barriers to adopting

methods in practice. Finally, by building on a theory of organizational

decision making, rather than on empirical observations of modeling

practices (e.g., Franco & Montibeller, 2010), I place model-based

decision making in the broader context of decision making.

3. Theoretical framework

3.1. The Carnegie School

This paper builds on a behavioral tradition of organizational

research known as the Carnegie School (March & Simon, 1993; Cyert

& March, 1992; Simon, 1997). The term stems from the name of the

institution, Carnegie Mellon University/Carnegie Tech, where the
1 I thank an anonymous reviewer for directing me to this reference.

2

p

p

eading scholars worked during the formative years of the Carnegie

chool’s behavioral approach to organizational research (Augier,

013). The notion of bounded rationality is at its heart of this per-

pective: “human behavior is intendedly rational but only limitedly

o” (Simon, 1997, p. 88). The Carnegie School’s perspective, however,

s primarily concerned with organizational rather than individual

ehavior. Simon (1996) saw organizations as mechanisms to de-

entralize decision making, ways of giving organizational members

imited autonomy to address some aspects of the complex tasks

nd problems faced by the organization as a whole. These relatively

utonomous efforts are integrated through communication and

managerial coordination” (Simon, 1996, p. 43). Through this “divi-

ion of problem-solving labor” (Marengo & Dosi, 2005, p. 309), an

rganization’s collective rationality can exceed that of its members.

There is an active research field that studies organizations through

arnegie lenses. One of the most influential studies in organization

heory and strategy is Behavioral Theory of the Firm, originally pub-

ished in 1963 by Cyert and March (1992). This theory was set out as

n alternative to then orthodox economists’ theories of firm behav-

or that assumed firms to be unified, rational, and focused on profit

aximization. The theory sought to explain things that interested

conomists, e.g., prices. However, the distinctiveness of the behav-

oral theory of the firm came, in the spirit of the Carnegie School

Gavetti, Levinthal, & Ocasio, 2007, p. 523), from its behavioral real-

sm or the ambition to “[l]ink models of the firm as closely as possible

o empirical observations” (Cyert & March, 1992, p. 2). This involved

elaxing the assumption of profit-maximization and instead trying to

nderstand how firms make important economic decisions by focus-

ng on the underlying organizational decision-making processes.

The behavioral theory of the firm can be summarized by its four

relational concepts” (Cyert & March, 1992; Gavetti, Greve, Levinthal,

Ocasio, 2012). First, organizations are not unitary actors, but collec-

ives of individuals with conflicts of interest among them. However,

rganizations are capable of collective action because individuals can

et aside their differences in the pursuit of goals that are common to

hem. In addition, even if organizational members do not have com-

on goals they can construct them by logrolling. This means that one

ctor is compensated in some manner for working towards the goal

f another. Salaries and other forms of monetary compensation are an

bvious example. In brief, organizations can achieve quasi-resolution

f conflict. Second, organizations avoid uncertainty, that is, “the firm

ooks for procedures that minimize the need for predicting uncertain

uture events” (Cyert & March, 1992, p. 121). To avoid uncertainty,

rms continue to use ways of making decisions that have proven sat-

sfactory because making changes in the decision making of a large

nd complex organization can be risky. Third, when performance falls

elow aspirations, firms engage in problemistic search, which involves

ooking beyond the repertoire of routine decisions and actions to im-

rove performance. As Cyert and March put it (Cyert & March, 1992),

Once it has determined a feasible set of decision procedures, the or-

anization abandons them only under duress.” The search for new

rocedures is typically “directed by simple models of causality, and

iased by organizational experiences and individual goals” (Gavetti

t al., 2012, p. 6). Finally, organizations learn, which involves “adapta-

ion of goals, attention rules, and search rules through reinforcement

f actions that organizational members interpret as having caused

mprovements” (Gavetti et al., 2012).

.2. Routine decision making and problem solving

This paper distinguishes between routine decision making and

roblem solving. While several studies have made similar distinc-

ions using varying terminology (e.g., Cyert & March, 1992; Jacobides,

007; Winter, 2003), I draw especially on March and Simon (1993,

p. 160–161). Routine decision making refers to decision-making

rocedures that have been developed over time through repeated
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2 For some others (e.g., Ackoff, 1977, p. 4) problem solving is a process of finding a

solution to a fairly well defined problem. In this study, the definition is broad. I con-

sider, for example, that problem structuring is an important and, often, the most critical

phase of a problem-solving process.
ncounters with similar decision-making situations. Routine decision

aking thus presupposes that the problem situation is (perceived as)

ecurring. It is important not to confuse routine decision making with

lack of complexity or analytical sophistication. The problem at hand

an be highly complex, and the discovery of a reasonably effective

ecision-making procedure can be an extremely demanding task

equiring considerable creativity. As to the decision-making process,

outine decision making processes can be very elaborate, as March

nd Simon (1993, p. 160) note, and the process may also include

he application of sophisticated OR methods in the decision-making

rocess. Indeed, several routine decisions that have historically been

uided by simple rules of thumb are today made with the help of

ophisticated forecasting and optimization models. Pricing is a good

xample (e.g., Cyert & March, 1992, pp. 136–160; Pidd, 2004, p. 3).

hile the problem complexity and analytical sophistication of the

rocess may vary, the defining characteristic of routine decision

aking is that the problem framing and decision-making procedure

s usually taken for granted by the actors involved and displays

tability over time.

Establishing a routinized approach to decision-making (and stick-

ng to it!) has four important advantages. First, relying on established

ecision-making procedures that have proven reasonably effective

llows the decision maker(s) to spend less time and cognitive effort

n making the decision. Becker (2004, p. 656) calls this “economiz-

ng on cognitive resources.” This is particularly important in situa-

ions where organizational members are required to make a large

olume of decisions in a limited time frame and when a failure to

ct has significant costs (e.g., Rudolph & Repenning, 2002). Second,

ollowing established decision-making procedures increase reliabil-

ty. Airplane pilots follow highly standardized decision-making pro-

edures (based on the experience of innumerable pilots and flights).

he pilot’s own judgments and decision can be biased and driven by

rimitive emotional response stimuli, especially under stress. Third,

ollowing the same decision-making procedure from one instance to

he next increases the predictability of organizational members’ be-

aviors. This is very important, especially in large and complex or-

anizations where actors need to fit their actions to those of others

e.g., Becker, 2004). Finally, routinized decision making improves or-

anizational decision-making performance through reducing time-

onsuming negotiations (Eisenhardt & Bourgeois, 1988, p. 739). As

rganizations face similar problems repeatedly, they can develop

ecision-making procedures and options that are agreeable to all par-

ies with power to influence the decision process and outcomes. This

auses the decision process to become less political.

Organizations depart from their routinized decision-making

rocedures when facing non-recurring (novel) situations, which may

e recognized in a number of ways. First, when the environmental

ircumstances change, the firm’s routine pattern of making decisions

ay fail. For instance, a marketing manager may notice that similar

dvertising budget and media mix decisions are producing decreas-

ngly impressive sales responses. Thus, it is no longer reasonable for

he manager to consider the situation as recurring; something in

he environment has changed (e.g., consumer behavior, technology),

hich calls for novel solutions. This is likely to elicit a departure

rom the established way of making decisions, a problemistic search

Cyert & March, 1992, p. 169), which may involve searching for the

ause of the problem and potentially modifying the established

ecision-making procedure. Jacobides (2007) calls this exception

anagement. Winter (2003) calls it ad hoc problem solving. Second, a

ituation can also be recognized as non-recurring because actors’ per-

eption of the situation does not fall into any established categories

f problem situations. Finally, organizations do not just respond to

roblems; they can also proactively seek to improve the functioning

f the organization or change the environment surrounding it.

Building on March and Simon, I use the term problem solving

o describe the decision-making process that organizations use to
ddress non-recurring situations or recurring situations in a novel

ay. The degree of creativity can vary significantly between problem-

olving contexts. Problem solving is usually about not only select-

ng among known alternatives but, more often, framing the prob-

em in the first place and then creating decision alternatives in the

ace of ambiguity about the consequences of different courses of ac-

ion (Mintzberg, Raisinghani, & Théorêt, 1976).2 However, this pro-

ess is usually informed by experience and can involve imitation of

ompetitors or other organizations (Gavetti et al., 2012, p. 11). At any

ate, compared with a routinized decision-making process, problem

olving is usually more time consuming, cognitively taxing and prone

o errors. Furthermore, problem-solving processes generally result in

ctions that depart from the organization’s established repertoire of

ctions; other organizational members may need to adjust their be-

avior as a result. Finally, while organizational conflict usually re-

ains dormant in the context of routine decision making, problem

olving is more likely to cause conflicts of interest to surface. Dis-

utes are likely to occur over both the appropriate representations

f the situation as well as over the objectives that should be pursued

Zbaracki & Bergen, 2010). For these reasons, routine decision making

s favorable to problem solving, especially in stable contexts (see, e.g.,

inter, 2003).

. Types of model-based decision processes

Based on the above typology of organizational decision making, I

ropose two prototypical uses for OR in organizations (Table 1). By

he uses of OR, I refer to the possible beneficial effects on organiza-

ional decision-making behavior that the incorporation of modeling

an generate. First, OR methods may be employed to increase the effi-

iency and effectiveness of routine decision making. In other words, the

urpose of modeling is to provide a process and recommendations

hat outperform unaided decision making in some allegedly objective

ense. Second, OR methods can be used to support problem-solving

rocesses. In these cases, modeling can serve a variety of purposes

rom learning to conflict reconciliation. Compared to routine decision

aking, the ability of models to accurately predict the performance

utcomes of different decision options is highly uncertain because

roblem-solving processes involve dealing with novelty, causal ambi-

uity and limited data. The primary benefits of OR in problem solving,

hen, pertain to facilitating the process of arriving at a decision.

The analysis examines these two uses of OR in a number of ways.

irst, I examine the possible benefits from incorporating modeling

s part of a routine decision making or problem-solving process. In

ther words, I illuminate the mechanisms through which modeling

an improve organizational decision making. Second, I also highlight

number of potential drawbacks associated with modeling. The re-

ults of this analysis can help to explain why it may sometimes be

nwise to add analytical rigor to a decision-making process through

odeling. Third, building on the argument of Barlas (1996, p. 184)

hat “it is impossible to define an absolute notion of model valid-

ty divorced from its purpose,” I explore which evaluative criteria—

echnical and behavioral—are appropriate for OR methods, depend-

ng on the nature of the decision-making activity being supported.

ourth, following the distinction between soft and hard OR/systems

hinking (e.g., Checkland & Holwell, 2004; Mingers, 2011), I reflect

n the typical methodological orientation (i.e., quantitative vs. qual-

tative) in the two uses of modeling. I also discuss briefly what

hilosophical assumptions might underlie model use, but, following

inger’s (2003, p. 561) insight, I assume practitioners’ (implicit) on-

ological and epistemological positions can be rather diverse and not
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Table 1

Two types of uses for OR.

Type of decision-making activity

Routine decision making Problem solving

Related terminology Decision rules and standard operating procedures (Cyert & March,

1992); organizational capabilities/routines (Winter, 2003); routine

decision making (Pidd, 2004)

Search (Cyert & March, 1992); ad hoc problem solving (Winter, 2003);

exception management (Jacobides, 2007)

Examples Hiring of personnel, task allocation, pricing, marketing resource

allocation, store location decision making, incremental product

innovation, production quantity decisions

Executive hiring, market entry decision making, organizational

re-structuring, major product launches, procurement of IT systems

Purpose of modeling Provide a process and recommendations that outperform unaided

decision making

Support the problem solving process; multiple specific possibilities

(e.g., learning, knowledge sharing, conflict reconciliation)

Positive effects De-biasing, economizing on cognitive effort, solving cognitively

intractable problems, production of feedback

Enable insights, direct/focus problem-solving attention/efforts,

knowledge integration, conflict management

Negative effects Consummation of organizational resources and time, narrowing

problem framings, inflexibility, suppression of cognitive diversity

and organizational conflict

Consummation of organizational resources and time, risk of

narrowing problem framing

Technical performance

criteria

External validity, robustness of decision recommendations Some technical performance criteria (esp. external validity) are

difficult or impossible to establish

Behavioral performance

criteria

Avoidance of procedural mistakes The capacity of modeling to produce desirable behavioral impacts

(e.g., learning, knowledge integration)

Methodological orientation Quantitative, possibly qualitative in the model formulation stage Qualitative or quantitative

Role of the modeler Expert, possibly facilitator in the model formulation stage Expert or facilitator

Examples of methods used Optimization, descriptive and predictive data analytics, some

applications of simulation modeling

Soft systems methodology, causal mapping, MCDA, system dynamics

b

p

c

2

m

s

d

d

m

C

s

i

t

a

r

r

s

p

i

F

n

m

c

c

i

c

i

o

i

c

m

t

p

Ü

b

k

t

f

necessarily a straightforward function of the type of method being

used. Finally, building on Franco and Montibeller’s (2010) work, I de-

scribe the role of the modeler in the decision-making process.

4.1. Modeling to increase the efficiency and effectiveness of routine

decision making

The use of modeling to increase the efficiency and effectiveness

of routine decision making is usually carried out using quantitative

modeling methods, although qualitative modeling may play an im-

portant role in helping in the model formulation stage. The modeler

or analyst typically assumes the role of an expert rather than a facil-

itator (Franco & Montibeller, 2010) except, again, in the formulation

of the model. Some modelers view models as (imperfect) represen-

tations of an objective reality, while others consider models more in-

strumentally, as means to guide action toward desirable outcomes

(see, e.g., Beven, 2002; Ormerod, 2006).

The primary purpose of models in routine decision making is to

provide a process and recommendations that outperform unaided

decision making. Models can achieve this goal in a number of ways.

First, models can de-bias judgment. An optimization model will eval-

uate different decision alternatives based on their objective outcomes

rather than the decision maker’s whimsical preference. Predictive

statistical models can be used to suppress the personal prejudices of a

decision maker. For example, examining the creditworthiness of con-

sumers has historically been based on credit managers’ holistic as-

sessment of the consumer’s “character.” Today, however, the process

is largely formalized and computerized (Lauer, 2010). Such a holistic

assessment is highly susceptible to various cognitive and social bi-

ases (e.g., racial discrimination), which can be explicitly ruled out if

the analysis is computerized and based on objective data.

Second, OR can be used to free the decision maker’s attention

for more important matters. By using an optimization model to

make product assortment decisions (Hariga, Al-Ahmari, & Mohamed,

2007), for example, a retailer not only increases the efficiency of the

store (which depends on the external validity of the model) but also

frees cognitive resources from product assortment decision making

to other matters (e.g., service, strategy, competition). In this case, the

benefit of using a model stems not necessarily (or only) from im-

proved decision quality but also from the conserved time and cog-

nitive effort. These saved resources can be allocated to solving other

problems that are, perhaps, more challenging.
Third, an important class of decision problems is simply impossi-

le for humans to solve effectively in all their complexity. Even if a

roblem is well defined, it can be cognitively intractable. These in-

lude routing problems in logistics and transportation (e.g., Häme,

011). Needless to say, humans can cognitively simplify a problem to

ake it tractable, but this can reduce decision-making performance

ignificantly.

Finally, models can provide feedback about established patterns of

ecision making. OR can thereby flag dysfunctional ways of making

ecisions, potentially leading to a problem-solving mode of decision

aking. One example is data envelopment analysis (DEA) (Charnes,

ooper, & Rhodes, 1978). Data envelopment analysis allows a deci-

ion maker to compare the performance of different decision mak-

ng units by looking at the resources they consume (inputs) against

he valuable outcomes they produce (outputs) and how efficient they

re in converting inputs into outputs. A DEA model could be incorpo-

ated, for example, into a corporate capital allocation to ensure that

esources are being directed to their most efficient uses. This sort of

timulus can be important in triggering change in resource allocation

atterns that tend to be highly rigid (Hall, Lovallo, & Musters, 2012).

There are four main drawbacks associated with using models to

ncrease the efficiency and effectiveness of routine decision making.

irst, and most perhaps obvious, modeling is costly. Ackoff (1977, p. 1)

oted that in the evaluation of a typical optimization model develop-

ent project, “the non-insignificant costs of additional research, data

ollection, data processing, and optimization were not taken into ac-

ount in their evaluation.” Therefore, if a model-based decision mak-

ng process is said to outperform an unaided decision-making pro-

ess, the performance difference must be larger than the direct and

ndirect costs of model building and maintenance.

Second, models narrow problem framings, limiting the ability

f organizational actors to identify more radical improvements

n decision-making performance. For example, a firm might use

ustomer lifetime value (CLV) models to determine and allocate

arketing budgets (Ekinci, Ülengin, Uray, & Ülengin, 2014). Cus-

omer lifetime value refers to the net present value of all future

rofits stemming from serving a particular customer (e.g., Ekinci,

lengin, Uray, & Ülengin, 2014, p. 278). The decision recommended

y these models is to focus marketing efforts on attracting and

eeping customers with high lifetime value. This may well increase

he organization’s marketing efficiency and effectiveness. However,

raming the problem of marketing investment in terms of selecting
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rofitable customer relationships can lead to ignoring the fact that

he company can take action to transform the nature of customer

elationships to become more profitable. For example, a customer

egment might be unprofitable because of high attrition rates.

arketing actions, which reduce the attrition rate, can significantly

ncrease the profitability of those relationships. Decision-making

rocesses that allocate resources only to customer segments that are

lready profitable may miss such actions.

Third, the incorporation of models into a decision process can re-

uce organizational flexibility. When models are built to support a

ecision process, organizational actors are likely to pay close atten-

ion to the inputs of the model but largely ignore issues falling out-

ide the model’s boundaries. It can be technically difficult and, at

ny rate, costly, to broaden a model boundary. Thus, models can con-

ribute to stabilizing the way in which organizational members frame

problem situation. This can have a negative effect on organizational

ecision-making performance by causing actors to miss signals that

all for a departure from the established decision-making pattern.

Finally, models can suppress cognitive diversity and hide organi-

ational conflicts. This can generate problems in the long term. If a de-

ision process relies heavily on an optimization or simulation model,

or example, that model exerts a strong pressure on organizational

embers to view the problem in the same terms. This makes it more

ifficult to articulate alternative problem framings and thus consider

ore radical improvements in decision-making performance. Simi-

arly, powerful organizational actors can impose their worldview on

he organization through a model. If an optimization or simulation

odel is used to evaluate different decision options then the objec-

ive function or boundaries of that model limit which objectives and

ourses of action are pursued. Lacking formal ways to influence de-

ision making, other organizational actors may resist informally, un-

ermining organizational performance. See Spee and Jarzabkowski

2009, p. 225) for a related discussion concerning strategy tools.

Applications of modeling to support routine decision making

resuppose that the models are externally valid and provide robust

ecision recommendations. An optimal decision in the model do-

ain should produce reasonably good outcomes in the “real world,”

oo (e.g., Checkland, 2000, S26). Likewise, if the optimal policy is

ighly sensitive to small perturbations in the system, optimization

odels and statistical methods will provide unreliable guidance

or decision making. For that reason, the application of many OR

ethods is limited to relatively stable environments where it is

ossible to rigorously test that the model’s assumptions are valid and

ompare the model’s policy recommendations to actual outcomes

f decisions. Senior managers of a firm, for example, generally make

trategic decisions without the help of optimization because their

ask environment is simply too volatile for them to be able to develop

eliable models that are helpful in addressing the problems they

ace. However, the production or logistical process of a company can

e highly stable, which allows organizational members to develop

odels and test their assumptions before they need to rely on

odel-based decision recommendations.

From a behavioral standpoint, a good modeling procedure that

s used to support routine decision making should minimize the

umber of procedural mistakes stemming from behavioral impacts.

or example, it is well known that criteria-weighing procedures in

ultiple-criteria decision analysis are subject to various biases (e.g.,

öyhönen, Vrolijk, & Hämäläinen, 2001). Consequently, if a multi-

ttribute value function is used to drive routine decision making,

eighing biases are reflected in the model’s decision recommen-

ations, potentially leading to recommendations that are inconsis-

ent with the decision maker’s goals. Ideally, a weighing procedure

hould be used that avoids biases. More generally, most behavioral

mpacts are usually viewed as a nuisance in the model-building pro-

ess, which should be eradicated or at least acknowledged in the

odel building and usage processes.
.2. Modeling to support problem-solving processes

A very different picture of the potential benefits of OR emerges

hen looking at problem solving. Problem solving entails respond-

ng to a novel (i.e., non-recurring) situation or developing a novel re-

ponse to a familiar situation. Problem solving usually takes place in

complex, causally ambiguous environment where it is unclear what

ypes of outcomes different actions produce (Mosakowski, 1997).

hile the context of routine decision making is often complex as

ell, the additional challenge in problem-solving processes is the

carcity or lack of data or experience on which decisions can be based

Mingers, 2011). Thus, individuals in problem-solving processes fre-

uently perceive that they are faced with “messes” (Mingers, 2011;

idd, 2004). Both qualitative and quantitative methods can be used

o support problem solving, independently or in combination (e.g.,

essôa et al., 2015). The modeler may either assume the role of an

xpert in providing insights about some aspect of the problem or

/he may adopt the role of a problem-solving facilitator (Franco &

ontibeller, 2010). Whatever model is built to support the decision-

aking process cannot be validated in the same way as models that

re used to support routine decision making. It is often impossible to

erify that one has an externally valid model, which predicts events

ccurately and/or provides decision recommendations that are truly

r even close to optimal.

As others have noted, especially scholars in the soft OR (e.g.,

ranco, 2013) and system dynamics communities (e.g., Sterman,

002), the function of models in these situations is not, usually, to

pproximate an objective reality to identify optimal courses of ac-

ion. This is not to say that the models are nothing more than repre-

entations of the decision makers’ beliefs and values, although this,

oo, is a possibility (Checkland, 2000, S26). Models can also be de-

criptions of what the world “might be” like (Burton & Obel, 2011) or

ow it might respond to the decision makers’ actions. In any case, the

irtues of models in problem solving relate less to their capacity to

epresent an objective reality and more to their capacity to produce

ertain behavioral effects that are desirable from the point of view of

he problem-solving process.

Without pretending to be exhaustive, the following four behav-

oral effects illustrate the breadth of the range of possibilities for OR

n problem solving. First, modeling can generate insights. Sterman

2001, 2002) argues that the goal of system dynamics is to challenge

he mental models of the decision makers. More generally, while sim-

lation models can be used to approximate (an assumed) empirical

eality, they can also help decision makers to understand the impli-

ations of their own assumptions about and mental models of a prob-

em, which can be very cognitively challenging (Cronin, Gonzalez, &

terman, 2009).

Second, models can direct decision makers’ attention toward

atters that are ambiguous while streamlining the processing parts

f the decision problem that are more readily “solvable.” Sometimes

his may involve using spreadsheet modeling; “small mathematical

odels” that help address some limited aspect of a larger, more com-

lex problem (e.g., O’Brien, 2015). An example of a more complex

ethod to direct decision makers’ attention is robust portfolio mod-

ling (RPM), developed by Liesiö and colleagues (e.g., Liesiö, Mild, &

alo, 2008). RPM is a method for project selection under incomplete

nformation about the benefits and costs of different projects as well

s incomplete information about how the decision maker values the

ifferent project outcomes. This method allows the decision maker

o evaluate each project with respect to different criteria where

he outcomes of projects and the relative importance of different

utcomes need not be forced to a fixed estimate. Instead, the decision

aker can explicitly state their uncertainty about the projects’ out-

omes and/or their preferences. RPM subsequently sorts projects into

ore (projects that definitely should be carried out), exterior (defi-

itely not) and borderline projects. Thus, the method simplifies the
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decision problem for the decision maker, allowing the decision maker

to conserve cognitive resources to reflect on what is truly ambiguous

in the situation (i.e., which of the “borderline” projects should be con-

ducted) vs. simply computationally burdensome (i.e., determining

which projects definitely should or should not be carried out).

Third, models facilitate the collaborative production and integra-

tion of knowledge. Franco (2013) describes how models can act as

boundary objects that facilitate the integration of specialized knowl-

edge into a more holistic understanding of a situation, a challenge

frequently faced by organizations where all actors have their own ex-

pertise and responsibilities that frame how they see the organization

and its environment (see also Black, 2013). Soft OR is frequently used

in this manner. For example, Ackermann, Howick, Quigley, Walls, and

Houghton (2014) describe how a collaborative use of causal map-

ping procedures helps identify project risks, and their interdepen-

dencies, more comprehensively than traditional tools such as project

risk registers. Similarly, simulation models can be built in a collabora-

tive manner where inputs are sought from multiple individuals, caus-

ing the model as a whole to be more comprehensive than any of the

mental models held by individual organizational members (Pessôa

et al., 2015).

Finally, models can help surface and reconcile conflicts of interest

among organizational actors. Specifically, models can help highlight

and clarify the nature of conflicts, which can enhance negotiators’

ability to find mutually agreeable courses of action (Franco, 2013).

For example, the goal of soft systems methodology is to surface dif-

ferent views of a problem situation and manage a collective nego-

tiation process toward action that is not optimal but acceptable to

the decision makers involved (Checkland, 2000). In a somewhat sim-

ilar vein, Salo and Hämäläinen (2010) describe multiple-criteria de-

cision analysis (MCDA) as a tool that increases the transparency and

legitimacy of a group negotiation process and leaves an “audit trail”

that helps others understand how the group has arrived at a recom-

mended decision. There are at least two situations where an organi-

zation will benefit from the application of such modeling procedures.

On the one hand, given well-known problems associated with organi-

zational siloes (Jacobides, 2007, p. 457), it can be beneficial to induce

conflict among organizational actors to develop a more rounded un-

derstanding of a problem (e.g., Mitroff & Emshoff, 1979). On the other

hand, a problem situation may be highly political in the sense that

it concerns different stakeholders who have power to influence the

success of any course of action taken. The use of models to support

a collective negotiation process can increase the chances of identify-

ing collectively agreeable alternatives, thus increasing the likelihood

that the implementation stage is successful (cf., Pentland & Feldman,

2008).

The main trade-off associated with the use of models in problem

solving, as in the case of model-based routine decision making, takes

the form of an opportunity cost. The incorporation of a modeling pro-

cess as part of a larger problem-solving effort requires organizational

resources and time (e.g., Ackermann, Howick, et al., 2014 ). This is

true whether the modeling expert is from within the organization or

an outside analyst is hired to perform the modeling. In addition to

the direct cost associated with bringing in a modeling expert, the use

of modeling in a problem-solving process requires considerable in-

puts from other organizational actors, especially when the goal of the

process is to develop a model that is seen as legitimate and/or which

generates learning among participants. The case study of Pessôa et al.

(2015) is illuminative. Although the modeling expertise offered to

the case organization was free of charge, the authors decided to use

a simplified version of their chosen problem structuring approach,

strategic options development and analysis, because the organiza-

tional members could participate in the intervention only to a limited

extent.

The use of modeling—especially quantitative—in problem solv-

ing can have the unintended side effect of narrowing the decision
akers’ view of the problem situation. This happens because non-

odeler decision makers seldom lack the capability to contest model

ssumptions and outputs (Yearworth & Cornell, in press ): “modelling

ctivity easily becomes essentially instrumentalist or black box in na-

ure with the process and results owned by experts.” Even when the

odeling experts in the process have no interest in using their power

osition to undermine organizational goals, their influence on the

roblem framing is heightened. This limits the breadth of knowledge

nforming the problem-solving process and outputs. This risk can be

itigated, however, by making sure that the model construction pro-

ess and the process of communicating results is made as transparent

nd accessible to non-modelers as possible, for example through the

se of soft OR (Pessôa et al., 2015).

In applications of OR to problem solving, the methods’ evaluative

riteria become more difficult to establish. Many of the features of a

ood method or model that are familiar to operational researchers are

ertainly relevant here as well. It is desirable that optimization meth-

ds are computationally efficient, the structure of simulation models

hould cohere with the decision maker’s assumptions about the “real

orld,” and decision analytical models should produce recommen-

ations that are consistent with the stated preferences of the deci-

ion maker. However, there is usually no way of testing whether the

ecision maker’s assumptions about the real world are “correct.” In

ther words, the external validity of a model is typically difficult to

stablish, unlike, perhaps, in applications of OR to routine decision

aking. In some problem-solving applications, a subset of the model

ssumptions can be validated with reference to historical data or the-

ry (Barlas, 1996).

Even in the extreme case where no aspect of a model can be val-

dated against historical data or theories, the conclusion to be made

s not that “anything goes.” Not all methods produce similar behav-

oral effects, and not all choices made within a modeling project ad-

ance the project goals in a similar way. As discussed by White (2006,

. 842), our understanding of why some methods or models are more

seful in a behavioral sense is still in its infancy, at least relative to the

aturity of the methods. However, OR scholars, especially in the soft

R community, have recently been active in producing new knowl-

dge about this issue (see, e.g., Ackermann, Franco, et al., 2014; Midg-

ey et al., 2013). For example, Franco (2013) identifies tangibility, asso-

iability, mutability, traceability and analyzability as key model fea-

ures that may increase the capacity of soft OR models to facilitate

nowledge integration. In simulation modeling, the level of involve-

ent of organizational actors can facilitate individual and organiza-

ional learning (Monks et al., 2014). Thus, the usability of a simula-

ion modeling interface and the capacity of an analyst to make model

ssumptions explicit to other actors are important in allowing other

eople to participate in the modeling effort. For example, by using

oft OR to guide the problem structuring phase of building a quanti-

ative (e.g., simulation) model helps participants who are not model-

ng experts to have greater agency in terms of providing input to the

odel construction and understanding its outputs (see, e.g., Kotiadis,

007; Pessôa et al., 2015).

. Implications for OR

.1. Comparative perspective on model-based organizational decision

aking

This section uses the analysis above to propose when and where

odeling, and of what kind, is more or less likely to be success-

ul in organizational settings. The goal of the discussion is to stimu-

ate comparative thinking about model-based organizational decision

aking. Comparative thinking is essential for practitioners who seek

o understand why their modeling projects are sometimes successful

r not and why particular methods work better than others. Compar-

tive studies of different modeling approaches are also one of the key
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Table 2

Examples of conditions impacting the benefits of modeling.

Type of condition Examples

Condition Positive and negative effects reinforced or weakened

Task characteristics Situations that involve making judgments about individuals (+) De-biasing

Situations where previous problem-solving efforts have failed (+) Enabling of insights

Individual-level skills Individuals with (+) or without (−) skills related to those needed in

building and using models

Consummation of organizational resources and time

Organizational capabilities Organizations with (+) or without (−) capabilities that can be

utilized in building and using models

Consummation of organizational resources and time

Organizational structure Organizations with high degree of specialization (+/−) Knowledge integration

Environment Organizations in mature industries (+) or nascent industries (−) Economizing on cognitive effort, solving cognitively intractable

problems, narrowing problem framings, inflexibility

Organizations in intensely competitive environments (+/−) Production of feedback, consummation of organizational resources

and time

Note: The (+/−) signs indicate whether, in the examples provided, the condition increases or decreases the net benefits of modeling.
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3 The effect decision-making task characteristics, or problem (situation), on which

methods should be used has been discussed elsewhere, too (e.g., Checkland & Holwell,

2004; Jackson, 2006; Mingers, 2011; Pidd, 2004).
reas of behavioral OR (Hämäläinen et al., 2013). The analysis agrees

ith but expands the established view that the appropriateness of

R methods depends on the characteristics of the problem being ad-

ressed (e.g., Pidd, 2004, p. 7; Jackson, 2006, p. 654; Mingers, 2011,

. 731) by highlighting organizational and environmental factors that

ay impact if and when modeling is likely to benefit organizational

ecision making.

In general, the use of modeling in organizational decision making

s beneficial if the positive behavioral effects are greater than the neg-

tive effects. This is, in essence, a question of whether behavior with

model is more efficient, effective, and—in the long term—adaptive

han behavior without that model (cf., Clark, 2000). Regarding the

ositive, the application of modeling in routine decision making pre-

upposes latent potential to improve decision-making performance.

e can identify these benefits by building on the results of the previ-

us section (see, e.g., Table 1). The application of modeling in routine

ecision making is more likely to be useful if current decision mak-

ng is likely to suffer from biases, if decision making currently con-

umes human resources which would be needed elsewhere, if the

roblem is of a high level of cognitive difficulty or if decision making

s currently based on an ad hoc use of performance feedback rather

han systematic tracking of important performance indicators. Simi-

arly, the decision to apply modeling in a problem-solving process is

ore justified if there is need to “think outside the box,” if there is

need to narrow the focus of attention amidst great complexity and

mbiguity, if the problem is likely to require the integration of spe-

ialized knowledge or if different interests within the organization

re likely to obstruct implementation of decisions. Similar reasoning

ay be applied to identify negative effects, that is, boundary condi-

ions on productive uses of modeling. In general, it makes less sense

o employ modeling in decision making when this is costly relative to

he possible benefits. Similarly, the potential narrowing of decision

rames, induced by modeling, can be more or less problematic, de-

ending on the situation. These boundary conditions apply to both

ypes of applications of modeling (i.e., routine decision making and

roblem solving). In addition, the application of modeling in routine

ecision making, in particular, is less sensible if inflexible problem

rames are problematic and/or when identifying productive courses

f action would require bringing in multiple viewpoints.

There are several conditions that can reinforce or weaken these

ositive and negative. This implies that some situations may pre-

ictably favor the use of modeling more than others. As Table 2

hows, conditions favoring the use or non-use of modeling can

e identified at multiple levels of analysis: from task-specific and

ndividual-level factors to organizational and environmental condi-

ions. At each of these levels of analysis, there are potentially a large

umber of conditions that can affect, though several mechanisms,

hether the use of modeling is likely to pay off. The following para-

raphs offer illustrative examples.
Various (i) task characteristics can influence the benefits and draw-

acks of modeling. For instance, if a routine decision process in-

olves making judgments about individuals (e.g., credit risk, recruit-

ng), racial and gender biases are likely to distort decision making.

hese biases—in addition to representing major ethical problems—

imit an organization’s capability to make decisions that serve or-

anizational goals. In these cases, the de-biasing impact of model-

ng can be particularly important. Modeling is also more likely to be

eneficial when there is evidence that previous problem-solving ef-

orts have failed, indicating the existence of feedback loops that cause

policy resistance” (Sterman, 2001). In this case, the insight-enabling

enefits of system dynamics modeling can help identify more robust

olutions to the problem.3

The broader organizational context may also impact the benefits

nd drawbacks of modeling. Specifically, (ii) individual-level skills and

iii) organizational capabilities, to the extent that they are closely re-

ated to those needed in building and using models, can decrease the

ost side of model building and use (both time and resources con-

umed). It depends on the type of modeling being used if individu-

ls’ skills and organizational capabilities are “closely related” to those

eeded in a modeling activity. For example, having a mathematical

ackground can help working with quantitative models. The ability

o understand the technical aspects of a model can accelerate the

rocess of learning to use a model, effectively reducing the amount

f resources consumed by the model-building and adoption process

see also Mingers & Brocklesby, 1997; Ormerod, 2008). As to organi-

ational capabilities, Cattani (2006) notes that organizations can be

ore or less “pre-adapted” to certain changes in the technological

andscape or might possess technologies that can be leveraged to ad-

ress new opportunities. Borrowing this idea, it is likely that organi-

ations with strong in-house information technology capabilities, for

xample, will experience the adoption of data analytics as a fairly un-

emarkable event, while organizations with little or no such capabil-

ties will experience a steep learning curve (Liberatore & Luo, 2010).

his need for extensive learning is likely to be associated with high

osts and a considerable commitment of human resources.

Another important factor to consider is (iv) organizational struc-

ure. For example, the degree of specialization in an organization

s likely to heighten the benefits of applying modeling to facilitate

nowledge integration. Specialization reduces the ability of any par-

icular individual to have a holistic understanding of organizational

ssues (Jacobides, 2007). Modeling, especially group-model building

an help integrate disparate pieces of specialized knowledge (e.g.,

ckermann, Howick, et al., 2014 ; Black, 2013; Franco, 2013). On the

ontrary, building complex mathematical models that are understood
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only by the modeling experts (Yearworth & Cornell, in press) is less

likely to be helpful and might even hinder knowledge integration.

Finally, (v) factors in the organizational environment also affect

the magnitude of the benefits and drawbacks that can emerge from

modeling activities. To give an example, the maturation of industries

can increase the utility of supporting routine decision making with

modeling. In mature markets, competition often takes place in terms

of efficiency improvements (e.g., Peltoniemi, 2011). To support this

goal, optimization models, for instance, can help make decisions that

outperform unaided decision making, leading to cost savings. These

models can also increase organization-level efficiency by increasing

the efficiency of the decision-making process itself—through reduc-

ing the cognitive effort required to perform a decision-making task.

In contrast, the turbulence and uncertainty that characterizes nascent

industries is likely to reduce the benefits of such modeling because

of the risk that modeling narrows problem framings and breeds in-

flexibility. Another environmental factor to consider is competition.

Competitive speed is often essential in highly competitive environ-

ments (Chen, Lin, & Michel, 2010). It may be wise to focus on develop-

ing “quick and dirty” decision-making procedures rather than employ

complex modeling approaches that cost significantly in terms of time

to produce high-quality decision recommendations (cf., Fredrickson

& Mitchell, 1984, p. 405). However, model-based feedback systems

that provide real-time information on a firm’s operations and envi-

ronment (e.g., descriptive analytics) can actually increase the com-

pany’s decision-making speed (Eisenhardt, 1989, p. 549).

5.2. The concept of behavioral fit

In addition to questions about if modeling should be employed

in decision making, and which methods practitioners should adopt

in different circumstances ( Section 5.1 ), another matter that is of

interest to OR pertains to the mechanisms driving actual processes

of method selection in organizations. One possible answer is that

managers and modelers are capable of recognizing conditions such

as those described above, and accordingly choose which methods, if

any, to use. In this case, the benefits and drawbacks of modeling are

also the driving forces behind actual method selection. However, it

is likely that actual organizational practice pertaining to the selec-

tion of methods is more complicated. In particular, I posit that the

selection of a method is more likely if the degree of behavioral fit is

high, which is defined as the extent to which the method or model-

ing approach minimizes the disruption that it brings to the manner

in which decision makers are accustomed to making decisions. Orga-

nizations minimize this disruption because it involves risks and can

generate conflict between organizational actors (Section 3.1).

The concept of behavioral fit helps in understanding why some

methods are more readily adopted than others. Despite decades of

methodological development and advances in information tech-

nology, Ranyard et al. (2015, p. 4) reported that basic spreadsheet

modeling and statistics are still the dominant modeling approaches

in organizational decision making. In line with this observation,

Ackermann, Howick, et al. (2014) note that while project risk analysis

has developed significantly over the years to include methods such as

simulation and decision analysis, simple risk assessment techniques

continue to be popular. From a behavioral standpoint, it is quite un-

derstandable why this is so, especially in regard to routine decision

making. The incorporation of complex mathematical procedures to

optimize decision making usually requires a major re-structuring of

the entire organizational decision-making process. This can cause

resistance within the organization and, at any rate, involves substan-

tial risks. In other words, the behavioral fit of sophisticated modeling

approaches is low. On the contrary, the use of “lightweight” analytical

tools such as spreadsheets does not jeopardize the organizational

status quo in the same way, implying better behavioral fit.
As an example, consider the model-based revenue-management

RM) process of Cherokee Casino & Hotel, operated by Harrah’s

ntertainment Inc., presently called Caesars Entertainment Corp.

Liberatore & Luo, 2010; Metters et al., 2008). The process involves

combination of statistical forecasting and linear programming that

elps allocate hotel rooms to customers as well as guide the targeting

f marketing campaigns. While the system has been apparently high

erforming, “the gaming industry generally does not use RM systems

uch as the one [in Cherokee].” As the case study of Metters et al.

2008) reveals, behavioral fit provides a partial explanation. The im-

lementation of such a system requires major changes in how basic

outine decision-making processes are carried out. The implementa-

ion of such changes is both risky and likely to generate resistance

mong employees. This uncertainty is something that most compa-

ies seek to avoid.

. Conclusions

The field of OR, like any field that is about improving practice,

s in a perpetual struggle to stay relevant to practitioners (Ackoff,

977; Ranyard et al., 2015). One important frontier in this struggle

s to better understand the uses and impacts of OR in organizations

e.g., Checkland & Holwell, 2004; Franco, 2013; Franco & Montibeller,

010). Put differently, in what ways does OR influence organizational

ecision-making behavior, and to what extent are those effects

esirable? In an effort to advance that frontier, this study identifies

istinct types of organizational decision-making processes where

odeling can support decision making, clarifies the possible behav-

oral impacts of modeling in those processes, and explains how those

mpacts may improve or deteriorate organizational decision-making

rocesses and outcomes.

Specifically, the study makes an important distinction between

outine decision making and problem solving. The benefits and

ownsides of modeling depend on the type of decision-making activ-

ty being supported, as do the criteria that should be used to evaluate

ethods and models. Model-based routine decision making usually

eeks to enhance the efficiency and effectiveness of decision making

ithin some finite framing of the problem. Models achieve this goal

o the extent that the model’s validity is ensured with the help of his-

orical data (e.g., Barlas, 1996). In applications of modeling to prob-

em solving, there is considerable uncertainty regarding the extent to

hich the model represents anything else except the decision mak-

rs’ perception of the real world. This is usually acceptable, however,

ecause the potential benefits of the models pertain to supporting

he process of problem solving rather than providing straightforward

ecision recommendations.

The insights that emerged from the analysis can help OR schol-

rship and practice advance in two important ways. First, the study

acilitates comparative thinking about OR methods by identifying

mportant trade-offs pertaining to the use of different modeling

pproaches. The analysis revealed that the benefits and costs of

ifferent methods are contingent on a number of task-specific,

ndividual-level, organizational and environmental factors. Aware-

ess of these factors can inform better OR practice and future

mpirical research in behavioral OR. Second, the concept of behav-

oral fit was introduced to explain why practitioners adopt some

ethods more readily than others. The success of basic statistics

nd simple spreadsheet calculations, compared with more complex

odeling processes, can be explained by the observation that simple

ethods disrupt established organizational decision-making pro-

esses only minimally. Methods such as sophisticated forecasting

nd optimization models require major changes in organizational

ecision-making processes. The attempt to make such changes is

oth risky and likely to meet internal resistance.

In the interest of generality, I have investigated organizational

ecision-making behavior in broad terms. This implies that the
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nalysis does not capture all nuances pertaining to model-based

rganizational decision making. Some forms and aspects of modeling

an be more or less salient, depending on the industry (e.g., financial

ervices vs. retailing), organization (e.g., small vs. large), function

e.g. marketing vs. human resources) and practitioner (e.g., manager

s. expert) under investigation. The picture of model-based organi-

ational decision making could be enriched by casting the behavioral

ens on modeling activities in more specific organizational contexts.

There are several ways to build upon the work presented. First, fu-

ure research could examine in greater detail and breadth the con-

itions that reinforce or weaken the positive and negative effects

f modeling on organizational decision-making performance. The

ypes of conditions identified in this study (i.e., task characteris-

ics, individual-level skills, organizational capabilities, organizational

tructure, environment) provide a map for such enquiries. It should

e noted that there are two ways in which the positive and nega-

ive effects of modeling can manifest in practice. The conditions that

ncrease or decrease the benefits of modeling can explain, or even

redict (i) changes in organizational decision-making performance

s the result of incorporating modeling in a decision-making process.

owever, practitioners might be assumed to have the ability to (par-

ially) recognize when a particular method should (not) be applied.

n this case, the organizational conditions that favor the use or non-

se of particular methods, and modeling in general, will be reflected

n (ii) the rates at which practitioners adopt available OR methods in

ifferent contexts. Reality is probably a mix of the two (see Section

.2 ). Possible empirical approaches to identifying the conditions fa-

oring or not favoring the use of particular methods include multiple

ase study designs (Eisenhardt & Bourgeois, 1988), which could focus

n studying the adoption and use of a method in multiple organiza-

ions or the adoption and use of different methods in a single orga-

izational setting. Survey instruments, used to enquire about the use

nd non-use of particular methods (cf., Frösén, Tikkanen, Jaakkola, &

assinen, 2013), could be developed to test specific hypotheses about

he antecedents and performance outcomes of using different meth-

ds.

Second, future research might investigate the use of modeling in

rganizations through processual lenses as well. On the one hand,

t would be interesting to understand how different positive effects

f modeling manifest in practice, and if particular managerial ac-

ions are critical in leveraging the latent benefits of model-based de-

ision making. Similarly, it would be interesting to examine in greater

etail how the use of modeling produces various negative effects

e.g., inflexibility) to the detriment of organizational performance and

daptation—and explore what, if anything, managers can do to avoid

hem. On the other hand, building on the notion of behavioral fit, it

ould be interesting to better understand the obstacles to the setting

p of a model-based decision-making process and the ways in which

hose barriers might be overcome. The possibility of using participant

nd non-participant observations, as also noted by White (2006), to

nalyze modeling activities in actual organizational settings is likely

o be fruitful. Retrospectively conducted case studies of model use,

ased on interviews and archival data, could also be helpful.

Finally, the present investigation can inform methodological dis-

ussions within OR. On a general level, OR scholars should be more

xplicit about the intended behavioral effects of their methods as

ell as about the possible unwanted side effects emerging from us-

ng particular methods. This study provides conceptual resources that

elp scholars describe how their methods might contribute to organi-

ational decision-making practice; what are the intended positive ef-

ects of methods and, equally important, what might be the negative

ffects of model use. The results also help scholars recognize oppor-

unities for method development. For example, building on the ob-

ervation that modeling consumes organizational resources and time,

ome OR scholars might seek to develop methods that are “lean,” that

s, relatively easy and inexpensive to adopt (cf., Warren, 2014). Lean
odeling approaches might also be designed to increase behavioral

t, that is, to reduce the amount of disruption that the adoption of

odeling brings to the organization. More generally, a greater sensi-

ivity to the positive and negative behavioral effects of model use and

o the behavioral factors driving the adoption and selection of mod-

ling approaches will facilitate the development of OR methods that

ave a larger and more beneficial impact in organizations.
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