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Abstract—A vast number of broadcasting protocols have been
developed for wireless networks. To the best of our knowledge,
however, most of these protocols assume a single-radio single-
channel network model and/or a generalized physical model,
which does not take into account the impact of interference.
In this paper, we present a Distributed Interference-aware
Broadcasting (DIB) protocol for multi-radio multi-channel mesh
networks. The protocol has two phases. In the first phase, each
node constructs a local structure by removing bad links and
channels. In the second phase, a high-performance broadcasting
tree is built by using message passing procedures. Our research
distinguishes itself in a number of ways. First, a multi-radio
multi-channel mesh network model is used. Second, compre-
hensive link and channel quality metrics are defined to fully
take into account interferences. Third, four design principles
have been identified in the tree building process to combat
inter-node and intra-node interferences. Finally, a comprehensive
performance metric, called power, is defined which includes
reliability, receiving redundancy, latency, and goodput. Analytical
and simulation studies verify that the DIB protocol is able
to achieve 100% reliability, less broadcasting redundancy, low
broadcasting latency, and high goodput.

Index Terms—Broadcasting, protocols, mesh networks, multi-
ple radios, multiple channels.

I. INTRODUCTION

MESH networks are viewed as a promising broadband
access infrastructure in both urban and rural environ-

ments. In mesh networks there are two types of nodes: mesh
routers and mesh clients [1]. A small set of routers also
function as gateways connecting to the wired network. Typical
deployments of mesh networks utilize mesh routers equipped
with only one IEEE 802.11 radio. Research has indicated
that single-radio single-channel mesh networks suffer from
serious capacity degradation [2]. A promising approach to
improve the capacity of mesh networks is to provide each
node with multiple-radio multi-channel capabilities and permit
MAC protocols to adjust the transmission rate [3].

Broadcasting in wireless networks is fundamentally dif-
ferent to the way in which wired networks function due to
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the well-known Wireless Broadcast Advantage [4]. A vast
number of broadcasting protocols have been developed for
wireless ad hoc networks with different focuses. In [5]–[9],
the focus is to ensure 100% reliability, i.e., every node in
the network is guaranteed to receive the broadcast message.
In [10]–[13], the focus is to achieve a minimum broadcast
latency, i.e., the time the last node in the network receives
the broadcast message is minimized. In [11], [14]–[17], the
focus is to alleviate the Broadcast Storm Problem [18] by
reducing the redundant transmissions. Unfortunately, all of the
aforementioned protocols assume a single-radio single-channel
model and/or a generalized physical model, which does not
take into account the impact of interferences.

Our contributions are as follows. First, we developed a
Distributed Interference-aware Broadcasting (DIB) protocol
to build a high-performance broadcasting tree to achieve
100% reliability, low broadcasting latency, less broadcasting
redundancy, and high goodput. To combat inter-node and intra-
node interferences, four design principles have been identified
in guiding the tree construction. Second, a multi-radio multi-
channel mesh network model is used. The presence of multi-
radio allows a mesh node to send and receive at the same
time; the availability of multi-channel allows channels to be
reused across the network, which expands the available spec-
trum and reduces interference. Third, comprehensive link and
channel quality metrics are defined to fully take into account
interferences. The link and channel quality information are
also made available to the DIB protocol. Fourth, to increase
the scalability of the DIB protocol, only 1-hop or 2-hop
local information is used in constructing the broadcasting tree.
Finally, to facilitate the performance analysis, a comprehensive
performance metric, called power, is defined. The power in-
cludes reliability, receiving redundancy, latency, and goodput.

The rest of the paper is organized as follows. Section
II introduces the network model and problem formulation.
Section III briefly surveys the related work. The new link and
channel quality metrics and the DIB protocol are presented
in Section IV. Section V provides the simulation results and
analysis. The conclusions and future work are given in Section
VI.

II. NETWORK MODEL AND PROBLEM STATEMENT

Computer networks are typically modeled by an undirected
graph G = (V,E), where V is the set of vertices representing
nodes and E is the set of edges representing the communica-
tion links. This model, however, may not represent the multi-
radio multi-channel mesh networks in which multiple links
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may exist between two nodes and one link may connect to
multiple nodes. As a result, the link quality is unidirectional. In
this paper, we use a directed graph G = (V,Ec) to model the
multi-radio multi-channel mesh networks. Here Ec is the set of
colored edges representing the directed links. We assume the
multi-radio multi-channel mesh network is strongly connected,
i.e., Ec is a strongly connected. A directed link (i, j, c), which
corresponds to the link from node i to node j with channel c,
is in set Ec if and only if the following two conditions hold,

• The Euclidean distance between nodes i and j is no
greater than the communication range

• Node i is tuned to channel c for transmission and node
j is tuned to c for receiving.

Two types of interference are considered. They are the
inter-node interference, which occurs when adjacent nodes are
using the same channel, and the intra-node interference, which
happens when multiple channels are used by the same node. In
multi-radio multi-channel mesh networks, the impact of these
interferences dramatically increases without a proper channel
assignment policy.

Given the network model defined above, the problem is to
develop a broadcasting protocol to ensure that all nodes in
the network quickly receive the broadcasting messages. This
problem can be addressed by constructing a broadcasting tree,
T = (NB,EB), where NB ⊂ V and EB ⊂ Ec represent
the set of nodes and the set of links that participate in the
broadcasting, respectively. Given the fact that the problem of
minimum latency broadcasting in wireless networks is NP-
hard, the objective of this paper is to construct a quasi-optimal
tree to achieve 100% reliability, less broadcasting redundancy,
low broadcasting latency, and high goodput. Not surprisingly,
these performance metrics are often contradictory. Fig. 1
shows an 18-node mesh network, in which only the numbered
nodes participating in broadcasting (node 1 is the source) and
the unfilled nodes receive at least one redundant message. For
clarity purpose, we assume each node has only one channel.
If the primary goal is efficiency, the broadcasting protocol
would result in 4 transmissions and 8 receiving redundancies
(Fig. 1a). The price paid, however, is 94% reliability (one
node is not covered). If the primary goal is reliability, the
broadcasting protocol would result in 5 transmissions and 11
receiving redundancies (Fig. 1b). Certainly, more redundancies
bring more interference and thus increase the latency. So, one
of the design challenges of broadcasting protocols is to find a
solution that has a favorable tradeoff.

III. RELATED WORK

A. Channel Quality Assessment

Very often interference-aware routing protocols [3], [19]
and interference-aware MAC layer protocols [19]–[21] as-
sume that either a priori information about the interference
is known, or a 0-1 function is applied to the link, i.e., a
link either works (1) or does not work (0). Few studies
have contributed to defining the measurement of interference.
The first exceptional study was made in [22] to estimate
the link interference in a static single-radio single-channel
experimental wireless network. The way this study calculates
the interference, however, is not practical in real-world mesh

networks. Therefore, finding a practical wireless interference-
aware metric is critical. Another notable study is presented
in [23], in which a metric termed as Expected Transmission
Count (ETX) is defined to find a high throughput path. The
ETX of a link is calculated using the forward and reverse
delivery rates of the link. The ETX of a path is then the sum
of the ETX for each link in the path. Although ETX does very
well in homogeneous single-radio environments, it does not
perform well in environments with multiple radios as indicated
in [3]. We further argue that ETX does not accurately represent
the quality of the entire path in the context of broadcasting.
Recall that there is no acknowledgment in broadcasting. Thus
only the forward delivery rate of the link should be considered.

B. Broadcasting in Wireless Networks

Two widely used broadcasting methods are the probabilistic
and tree-based approaches. In the probabilistic broadcasting
approach (also called gossip-based approach) [11], [17], [24]–
[26], when a node first receives a broadcasting message it
broadcasts the message to its neighbors with a probability
of p and discards the message with a probability of 1 − p.
Factors, including the node degree and network degree, may
contribute to the determination of gossiping probability. Ef-
fectively, the nodes participating in the broadcasting build a
tree. The probabilistic approach demonstrates several desirable
features, such as scalability and fault-tolerance. The challenges
for this approach are how to find the appropriate gossiping
parameters and how to guarantee 100% reliability. In the tree-
based approach [10]–[12], [15], [27], [28], a broadcasting
tree is constructed first before the broadcasting messages are
actually transmitted. By using local topological information
or the entire network topological information, a sub-optimal
tree can be constructed to reduce redundant transmissions. The
tree-based method can achieve a deterministic performance.
However, a nontrivial overhead is involved to construct the tree
regardless of whether the tree is constructed in a centralized
or a distributed way.

As we mentioned earlier, most of the broadcasting protocols
have been developed primarily with one focus: reliability,
broadcast latency, or redundant transmissions. These perfor-
mance metrics are often contradictory goals. In an effort
to minimize latency and the number of retransmissions, a
broadcast schedule is developed for collision free broadcasting
[11]. While the results are promising, the assumption of a
single-radio single-channel and single-rate model limits its
usage in multi-radio multi-channel networks. One notable
work has been recently presented in [29], in which a set of
algorithms are designed to achieve low broadcasting latency
in multi-radio multi-channel and multi-rate mesh networks.
The broadcasting tree is constructed using a set of centralized
algorithms with a goal of minimizing broadcasting latency.
However, the centralized approach results in a nontrivial
overhead to construct and maintain the tree. In addition, these
algorithms are evaluated in a 10-node mesh network, thus
making it less clear about the scalability of the proposed
algorithms.
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Fig. 1. Illustration of the performance tradeoff.

IV. NEW METRICS AND THE DIB PROTOCOL

A. Notation

N(i) Set of nodes within the communication
range of node i

Nc(i) Set of nodes that are tuned to channel c
for receiving, Nc(i) ⊂ N(i)

E(i) Set of links connected to node i
C(i) Set of channels node i has
Childreni Set of nodes that receive the broadcasting

messages from node i, initially empty
Fatheri The node that transmits the broadcasting

messages to node i, initially empty
i

c−→ j The transmission link from node i to
node j with channel c

B. New Link and Channel Metrics

In this paper, we will use a single comprehensive parameter
to quantify the quality of each link. For the link from node i
to node j with channel c, we define the link metric as

wij,c = Rc × DRij,c, j ∈ Nc(i) (1)

where Rc is the transmission rate of channel c, and DRij,c is
the packet delivery rate from node i to node j with channel
c. The packet delivery rate can be approximated using the
techniques described in [3], [23].

To measure the quality of a channel, the qualities of all links
that use the channel must be taken into account. Additionally,
to increase the channel usage, a channel that has been tuned
for receiving by a large number of neighbors should be granted
a higher weight. Thus, we define the channel metric as

wi,c = Rc

∑

j∈Nc(i)

DRij,c

|Nc(i)|
|Nc(i)|
|N(i)| = Rc

∑

j∈Nc(i)

DRij,c

|N(i)| (2)

Note that only the good links and channels that have a
weight greater than or equal to the link threshold, noted as wl,
and channel threshold, noted as wc, are eligible to participate
in broadcasting.

C. DIB Protocol

To combat inter-node and intra-node interferences, the fol-
lowing principles are used in building the broadcasting tree:

1) A node should avoid using the same channel for both
transmitting and receiving;

2) A node should avoid using the same channel for both
transmitting and receiving;

3) When a node chooses a channel for transmission, a
channel with a higher weight from its own perspective
and a lower weight from its children’s perspective is
preferred;

4) Adjacent nodes should avoid using the same channel for
transmission.

It should be noticed that not all of these principles can be
followed in some extreme cases. For instance, principles 2 and
4 can not be applied if there are not enough channel resources.
For this reason, a MAC-layer scheduler is assumed to avoid
channel conflict. For principle 2, if one node has to broadcast
and it has only one available transmission channel which is the
same as its receiving channel, the receiving and transmission
must be scheduled to avoid intra-node interference. For princi-
ple 4, if two adjacent broadcasting nodes, i and j, choose the
same transmission channel, c, the broadcasting of node i and
j must be scheduled to avoid inter-node interference. Next, we
describe the DIB protocol. The protocol has two phases. In the
first phase, each node builds a local structure by removing bad
channels and links. In the second phase, a high-performance
broadcasting tree is built by using message passing procedures.
We assume all nodes initially share a common channel for
exchanging all the control messages.

1) Phase 1: Construct local structures: In phase 1, node i
uses its local information 〈N(i),E(i),C(i)〉 to construct a lo-
cal structure 〈{NT

i ,NR
i }, {ET

i ,ER
i }, {CT

i ,CR
i }〉 as follows:

• The good channels for transmission are the subset CT
i =

{c|wi,c ≥ wc, c ∈ C(i)}; the good channels for receiving
are the subset CR

i = {c|wni,c ≥ wl, n ∈ N(i), c ∈
C(i)}.

• The good links for transmission are the subset ET
i =

{i c−→ j|wij,c ≥ wl, j ∈ N(i), c ∈ CT
i }; the good links

for receiving are the subset ER
i = {n c−→ i|wni,c ≥

wl, n ∈ N(i), c ∈ CR
i }.

• The outgoing neighbors of node i (neighbors that are
going to receive the broadcasting messages from node i)
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1) TOKEN (n, ch1)

in j k

6) TOKEN_RETURN

2) ELIBIBLE( i, Cij  )

5) CHOSEN( i, ch4)

3) AVOID( j, Cjk )

4) SUGGEST( j,  Cjk )

AE

S

Fig. 2. Illustration of message passing procedures.

are the subset NT
i = {j|i c−→ j ∈ ET

i , j ∈ N(i), c ∈
CT

i }; and the incoming neighbors of node i are the subset
NR

i = {n|n c−→ i ∈ ER
i , n ∈ N(i), c ∈ CR

i }.
In summary, phase 1 removes all bad channels and links

whose weights are below the thresholds. Once the local struc-
ture is built, node i can easily figure out the good transmission
channels and links from node i to node j, which are Cij =
{c|i c−→ j ∈ ET

i , c ∈ CT
i } and Eij = {i c−→ j|c ∈ Cij},

respectively.
2) Phase 2: Build the broadcasting tree using message

passing procedures: We first use Fig. 2 as an example to
illustrate the main idea of phase 2. Assume node n has
already chosen ch1 for broadcasting, Cij = {ch4, ch3, ch1},
Cjk = {ch3, ch4}, and CT

k = {ch1, ch4}. Notice that the
order of channels indicates the quality from high to low.
Assuming node i needs to participate in broadcasting, it needs
to decide which channel should be used.

Initially, node n generates a TOKEN message that contains
its ID and broadcasting channel (ch1). Once node i receives
the TOKEN message, it sends out an ELIGIBLE message
to node j containing a list of eligible channels that node i
may use for broadcasting, CE

ij = Cij − {ch1} = {ch4, ch3}.
Observing that Cjk and CE

ij consist of two common channels,
node j sends out an AVOID message to node k. The AVOID
message includes a set of channels, CA

jk = CE
ij = {ch4, ch3},

that may cause interference should they be chosen by node
k as its receiving channels. Notice that CA

jk can also be
interpreted as the potential channels for node i as its trans-
mission channels. Node k responds to node j by generating
a SUGGEST message including a set of channels, CS

jk , that
node j should avoid using for transmission and thus node
i may use for transmission. In this example, CT

k has no
impact on node i since it has one channel (ch1) which is
not included in CA

jk . Therefore, CS
jk = CA

jk = {ch4, ch3} .
Node j chooses the best channel (ch4) from CS

jk that should
be used as its receiving channel and then responds to node i
with a CHOSEN message. The CHOSEN message includes
the particular channel (ch4) that will be used by node i for
broadcasting.

After choosing its broadcasting channel, node i generates
a TOKEN message to node j, and the above procedures are
repeated until node j selects its broadcasting channel. Node
j then sends the TOKEN_RETURN message to node i, and
node i finally passes the TOKEN_RETURN message to node
n. This concludes the entire process.

In this example, node i has to use 2-hop information to
decide its broadcasting channel. In other cases, 1-hop infor-
mation is enough. For example, if Cjk = {ch3, ch2}, node
i can immediately identify ch4 as its transmission channel
without issuing an ELIGIBLE message. We now proceed to
present the main procedures in phase 2.

• TOKEN procedure

When receiving a TOKEN message from node n, node
i decides whether or not to participate in broadcasting and
chooses its transmission channel if it participates.

On arrival of TOKEN(n, chni) at node i, do the following,
// chni is the chosen broadcasting channel from n to i

for all j such that j ∈ NT
i − {n} do

CE
ij = Cij − {chni} // CE

ij is the set of eligible
channels that i may use for broadcasting
∀c ∈ CE

ij , sort CE
ij by descent order of wi,c − wj,c

Send ELIGIBLE(i,CE
ij) to node j

Wait CHOSEN(i, chij) from node j
// chij is the chosen transmission channel of i

if chij 	= NULL then
Add j to Childreni with channel chij

end if
Remove links {i c−→ j|c ∈ Cij , c 	= chij} from ET

i

and Eij // Lemma 2 refers to this as RO1
end for
for all m such that m ∈ NR

i − {n} do
Send NOTIFY(i,

⋃
j∈NT

i −{n}{chij}) to node m
end for
for all j such that j ∈ Childreni do

Send TOKEN(i, chij) to node j
Wait TOKEN_RETURN from node j

end for
Send TOKEN_RETURN to node n

End

• ELIGIBLE procedure

When receiving an ELIGIBLE message from node i, node
j makes a decision to either accept node i as its father (and
thus has a broadcast link from node i) or reject nodes i as its
father.

On arrival of ELIGIBLE (i, CE
ij) at node j, do the following,

if Fatherj 	= NULL then
chij = NULL // i does not need to transmit to j

else if CE
ij = ∅ then

// the only good transmission channel from i to j
is same as i’s receiving channel
if |ER

j | = 1 then
chij = c, s.t. n

c−→ j ∈ ER
j

// j chooses i as its father with channel chij

else
chij = NULL // j receives from other neighbors

end if
else

for all k such that k ∈ NT
j − {i} do

if |Cjk| = 1 then
if CE

ij = Cjk then
CS

jk = CE
ij // CS

jk includes the channel that
j will avoid using for transmission

else
CS

jk = CE
ij − Cjk

end if
else if |Cjk| = 2 then

if CE
ij = Cjk then
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Send AVOID(j,CE
ij) to node k

Wait SUGGEST(j,CS
jk) from node k

else if Cjk ∩ CE
ij 	= ∅, Cjk ∩ CE

ij 	= Cjk , Cjk ∩
CE

ij 	= CE
ij then

CS
jk = CE

ij − Cjk

else
CS

jk = CE
ij // k has no impact on the decision

end if
else

CS
jk = CE

ij

end if
end for
if

⋂

k∈NT
j −{i}

CS
jk 	= ∅ then

Choose chij from
⋂

k∈NT
j −{i}

CS
jk with highest weight

else
Choose chij from

⋃

k∈NT
j −{i}

CS
jk with maximal

counts
end if

end if
Remove links {i c−→ j|c ∈ CR

j , c 	= chij} from ER
i

// Lemma 2 refer to this removing as RO2
for all m such that m ∈ NR

j − {i} do
Send NOTIFY(j, {chij}) to node m

end for
if chij 	= NULL then

Fatherj = i // j chooses i as its father
end if
Send CHOSEN(i, chij) to node i

End

• AVOID procedure

When receiving an AVOID message from node j, node k
uses its own transmission channel(s) information to help node
j choose its receiving channel.

On arrival of AVOID (j, CA
jk) at node k, do the following,

if Fatherk 	= NULL then
// k already has a father. Note that j can’t be k’s father.
Remove links {j c−→ k|c ∈ CR

k } from ER
k

// Lemma 2 refer to this removing as RO3
Send SUGGEST(j, CA

jk) to node j

else if |CT
k | = 1, and CT

k ⊂ CA
jk then

Send SUGGEST(j, CT
k ) to node j

else
Send SUGGEST(j, CA

jk) to node j
end if

End

• NOTIFY procedure

Once node i chooses its broadcasting channels, it sends out
a NOTIFY message to its neighbors to let them lower the
priority of the chosen channels in their transmission channels
sets. The NOTIFY message also effectively lessens the hidden
terminal problem and exposed terminal problem.

IDLE

WAIT

TokenHandle

TOKEN TOKEN_RETURN

ChannelHandle-1

AVOID

ChannelHandle-2AVOID

SUGGEST

SUGGEST

ELIBIBLE
or TOKEN

CHOSEN or
TOKEN_RETURN

ELIGIBLE

CHOSEN

Fig. 3. Finite state machine of the message passing procedures.

On arrival of NOTIFY (i, CN
ij ) at node j, do the following,

for all c such that c ∈ CN
ij do

Lower the priority of channel c in CT
j

end for

End

To summarize phase 2, node i uses its local structure and the
ones from its neighbors to build a local broadcasting branch,

Bi = {j, i chij−→ j|chij 	= NULL, j ∈ NT
i , chij ∈ CT

i } .
Eventually, a broadcasting tree is constructed, T =

⋃
∀i∈N Bi.

As can be seen, our protocols have good scalability since at
maximum 2-hop information is needed.

D. Finite state machine of DIB phase 2

Fig. 3 shows the finite state machine for the general case
of phase 2. Each node is in one of five states, as follows:

• IDLE: Either no message is received or messages have
been handled.

• TokenHandle: Upon receiving a TOKEN message, a node
sends an ELIGIBLE message to each of its outgoing
neighbors telling them the eligible channels and then
turns into the WAIT state. After receiving all responded
CHOSEN messages, the node keeps all the transmis-
sion channels and removes the other channels. After
that, the node sends a TOKEN message to each of its
children and moves into the WAIT state waiting for
TOKEN_RETURN. Finally, after receiving all responded
TOKEN_RETURN messages from its children, the node
sends back a TOKEN_RETURN message to its father
and moves back to the IDLE state.

• ChannelHandle-1: Upon receiving an ELIGIBLE mes-
sage, a node sends out an AVOID message to its outgoing
neighbors and then moves into the WAIT state. After
receiving all responded SUGGEST messages from these
neighbors, the node chooses one channel as its receiving
channel and removes other unnecessary links to its neigh-
bors. Finally, the node sends back a CHOSEN message
to its father and moves to the IDLE state.
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• ChannelHandle-2: Upon receiving an AVOID message, a
node computes a set of channels that may not be used
as receiving channel and then sends its upstream node
a SUGGEST message including the channel set. Finally,
the node goes back to the IDLE state.

• WAIT: In this state, a node waits for the response of
an ELIGIBLE or TOKEN message from its neighbors
and moves to the TokenHandle state once it receives one
of them. The node may also wait for the response of
AVOID message and moves to ChannelHandle-1 state
once it receives it.

E. Reliability Analysis

Recall that we assume the original mesh network is strongly
connected. Therefore, the proof of 100% reliability is to prove
the broadcasting tree obtained from the DIB protocol is still
strongly connected.

Definition 1. A strongly connected path (SCP) is a directed
path in which only good links are included.

Definition 2. A directed graph or network is strongly con-
nected if there is at least one SCP between any pair of
vertices/nodes.

Definition 3. A directed broadcasting tree is strongly con-
nected if there is at least one SCP from the source node to
any other node.

Lemma 1. After phase 1 is completed, the union of all local
structures is still strongly connected.

Proof: The union of all local structures is the same as the
initial strongly connected graph removing the bad links. For
the initial graph, the removing of bad links does not cause the
connectivity loss of the graph based on Definition 2.

Lemma 2. All removing operations in phase 2 do not cause
the connectivity loss of any node in the graph.

Proof: Recall that both RO1 and RO2 remove the links
between node i and its outgoing neighbor j except the ones
with channel chij . This removal does not cause the connectiv-
ity loss of nodes i and j, because node i already has a father
and node j has at least one link to node i with channel chij .
RO3 removes all the links connected to node k except the one
to its father. Node k maintains the connectivity because it gets
the connection through its father node.

Lemma 3. After phase 2 is completed, if there exists a SCP
from source node s to an arbitrary node i, there also exists a
SCP from s to node j, where j ∈ NT

i .

Proof: After phase 2 is completed, there are two cases
for the connection between nodes i and j. First, there exists a
direct link between nodes i and j. According to the definition
of SCP, a SCP that adds one good link at one end is still a SCP.
Let P (sℵij) denote one SCP from s to i, where ℵ represents
a list of intermediate nodes along the path. Thus, P (sℵij) is
also a SCP. Second, there is no direct link between nodes i
and j due to the fact that all direct links between i and j are
removed. From Lemma 2, the removing operations in phase 2
do not cause the connectivity loss of any node involved. Node

j must have another node instead of i as its father node. The
connectivity of node j is maintained through j’s father, and
thus there exists a SCP from node s to node j.

Theorem 1. The broadcasting tree obtained from the DIB
protocol is strongly connected.

Proof: After the DIB protocol is completed, a node’s
connections consist of links that participate in broadcasting.
The union of every node’s connections is the broadcasting tree.
From Lemma 3, any node in the broadcasting tree has a SCP
from the source node. Thus the broadcasting tree is strongly
connected.

Theorem 2. The depth of the broadcasting tree obtained from
the DIB protocol is bounded.

Proof: During the execution of the DIB protocol, nodes
in the network can be classified into three sets: NB , the set
containing the nodes that have already been added to the
current broadcasting tree, NC , the set containing the nodes
that have a connection to the current broadcasting tree, and
NO, the set containing all the other nodes in the network. Let
NO denote the set of the nodes in NO that have connections
to some nodes in NC . As the process moves on, a node in
NC will receive a TOKEN message from a node in NB and
is triggered to start the message passing procedures. Upon re-
ceiving the TOKEN_RETURN message, the node either joins
NB or stays in NC . In either case, the protocol ensures that
nodes in NO will join NC . Apparently, the size of NO keeps
decreasing as the TOKEN moves forward. Once NO becomes
empty, the construction of the broadcast tree is finished. Since
the size of NO is a bounded number and keeps decreasing
until NO is empty, the broadcast tree is built in finite steps.
Therefore, the broadcasting tree has a bounded depth. In the
worst case, the depth of the constructed broadcasting tree is
at most N . Thus, the depth of the broadcasting tree obtained
from the DIB protocol is bounded by O(N).

F. Control Messages Overhead

Theorem 3. The number of control messages does not exceed
4|EC |, where |EC | is the number of directed links. Notice that
multiple directed links between a pair of nodes with different
channels are counted once.

Proof: We count the number of control messages node
i needs to send. First, the number of TOKEN and TO-
KEN_RETURN messages does not exceed the number of
its neighbors since node i only needs to send one TOKEN
message to each child and one TOKEN_RETURN message
to its father. Second, node i sends one ELIGIBLE message
to each outgoing neighbor (excluding its father) and one
CHOSEN message to each incoming neighbor. Third, node
i sends no more than one AVOID message to each outgoing
neighbor and no more than one SUGGEST message to each
incoming neighbor. Fourth, node i sends no more than one
NOTIFY message to each incoming neighbor. Notice that
each type of message needs to be transmitted at most once
between any pair of nodes since all the channel information
is included in the message. In summary, no more than four
control messages will traverse each directed link, and the total
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TABLE I
SIMULATION CONFIGURATIONS

Size of the topography 2500 × 2500 m

Communication range 250 m

Propagation model Two-ray ground

MAC protocol 802.11 CSMA based

Bandwidth of links 1 Mbps

Packet length (L) 250 Bytes

Traffic rate (r) 50 packets/s

Total traffic 1000 packets

number of control message is bounded by 4|EC |. Equivalently,
the message complexity of Phase 2 is O(N2), where N is the
number of nodes in the network.

V. SIMULATIONS AND ANALYSIS

To evaluate the performance of the Distributed Interference-
aware Broadcasting (DIB) protocol, we have conducted ex-
tensive simulations using ns-2. For comparison purpose the
performance of Probabilistic Broadcasting (PB) and Pure
Flooding (PF) are also simulated, in which a channel is
randomly chosen for broadcasting. For the PB protocol, three
probabilities (0.5, 0.7, and 0.9) are used to study different
scenarios. Table I specifies the configurations of simulations.
When deploying the network, nodes are randomly placed with
a constraint of connectivity. Four performance metrics are
measured: reliability, redundancy, latency, and goodput.

The reliability is defined as Rel =
∑ N

i=1 Mi

NM , where M
is the number of packets that the source node sends out,
and Mi is the number of packets (excluding duplicates) that
node i received. The average receiving redundancy is defined

as Red =
∑ N

i=1
∑M

j=1 Xi,j∑
N
i=1 Mi

− 1 , where Xi,j is the total
number of the j-th packet (including duplicates) received
by node i. The transmission redundancy is indicated by
the percentage of the number of nodes participating in the

broadcasting. RedT =
∑ N

i=1
∑ M

j=1 Bi,j

NM , where Bi,j is a 0-
1 function that indicates whether node i broadcasts the j-
th packet (1) or not (0). The average latency is defined as

Lat =
∑ N

i=1
∑ M

j=1(ti,j−tj,start)∑
N
i=1 Mi

, where ti,j is the time node i

receives the j-th packet, and tj,start is the time the source
node sends out the j-th packet. The goodput of the system
is defined as Gdp = L

NM

∑N
i=1

∑M
j=1

1
ti,j−tj,start

, where L
is the packet length. To ease the performance comparison,
we define a comprehensive metric called power, defined as
follows,

P =
Rel × Gdp

Lat × Red

The power is defined in this way because a mesh network
is expected to provide high reliability and goodput with
small latency and redundancy. Notice that the transmission
redundancy is an unclear factor of the system performance,
and thus it is not used in the definition of power.

We first study the reliability of the three protocols. As can
be seen from Fig. 4, the proposed DIB protocol consistently
achieves 100% reliability. The PB and PF protocols, however,
can not achieve 100% reliability due to serious contentions
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Fig. 4. Reliability versus number of nodes.

and interferences. To resolve the heavy contention problem, a
longer backoff time is needed. Thus, some broadcast messages
are dropped. To make the situation worse, the significant
interference among adjacent nodes causes continuous colli-
sions. That is why even the PF protocol cannot achieve 100%
reliability. To further study how the traffic load impacts the
reliability, two traffic rates are used in Fig. 4.

When the traffic rate r = 50 packets/s, both PB and PF
protocols have to handle the new broadcasting messages while
the previous messages are still buffered in the transmission
queue. Thus, the broadcast messages keep accumulating at
each node. The timing of broadcasting for the new messages
is highly correlated with that for the accumulated messages.
Therefore, collisions occur not only in the same broadcast
message, but also among the consecutive messages. That is
why the reliabilities of PB and PF protocols are decreasing
while the number of nodes is increasing. When the traffic rate
r = 10 packets/s, the contention of consecutive messages is
much less and is not the dominant factor. Thus, the reliability
is much higher and keeps increasing while the number of
nodes is increasing. In the rest of the simulations, we compare
the three protocols under a heavy traffic load (r = 50
packets/s).

Fig. 5 shows the average number of redundancies each
node receives under different network sizes. Our DIB protocol
significantly reduces the receiving redundancy because only
the nodes included in the broadcast tree relay the broadcast
messages and only the nodes that tune to the same channel
as the transmitting nodes receive the broadcast messages.
Naturally, the PF protocol performs the worst. The PB protocol
reduces the receiving redundancy a little compared to the PF
protocol; however, its redundancy linearly increases as the
number of nodes increases. This is because the denser the
network, the greater the number of neighboring nodes.

Fig. 6 shows the average transmission redundancy. Obvi-
ously the PF protocol has the highest transmission redun-
dancy since every node is participating in broadcasting. The
transmission redundancy of the PB protocol heavily replies
on the chosen probability; the bigger the probability, the
higher the redundancy. The transmission redundancy of our
DIB protocol is only dependent on the broadcasting tree
and is not related to the node degree. Thus, there is no
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Fig. 5. Receiving redundancy versus number of nodes.
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Fig. 6. Transmission redundancy versus number of nodes.

notable increment of redundancy while the number of nodes
is increased. The redundancy is within the range of 30-40%.
It is interesting to notice that the transmission redundancy
of the PB and PF protocols is decreasing while the number
of the nodes is increasing. This is due to the fact that their
reliability is decreasing, and thus fewer nodes participate in
the broadcasting.

The latency performance is illustrated in Fig. 7. It can be
seen that both PB and PF protocols have large latencies that
increase with the network size. The DIB protocol, however,
consistently achieves very small latency, as explained below.
In the PB and PF protocols, the large numbers of transmission
and receiving redundancies results in serious collisions and
thus causes longer backoff time. As shown in Fig. 5, the
increase in network size further aggravates the situation. In
addition, nodes that are farther from the source have larger
backoff times; consequently, it takes a longer time for these
nodes to receive the messages. On the other hand, our DIB
protocol significantly reduces the receiving redundancy. The
probability of collision is negligible; therefore most of the
transmissions are successful at the first attempt. While the
number of nodes increases, the broadcasting latency of the
DIB protocol is only increased slightly since the ratio of
the longer path nodes to the shorter path nodes is increased
slightly.

Fig. 8 clearly demonstrates that the goodput of the DIB
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Fig. 7. Latency versus number of nodes.
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Fig. 8. Goodput versus number of nodes.

protocol significantly outperforms the PB and PF protocols.
One important observation is that the goodput of all three
protocols decreases as the number of nodes increases. Accord-
ing to the definition of goodput, each non-redundant received
message contributes to the goodput. Also the goodput varies
inversely with the latency. In general, a node far away from
the source node has a higher probability of having a long
path, and thus a larger latency, than one closer to the source
node. Therefore, with the latency being inversely proportional
to goodput, a node with a longer path has less goodput than
the one with a shorter path. As the total number of nodes
is increasing, the proportion of nodes with longer distances
increased accordingly; therefore, the goodput of all three
protocols is decreased. We speculate that the goodput will
become saturated at some point as deploying more nodes has
little impact on the proportion of path length. In Fig. 9, as can
be seen, the DIB protocol significantly outperforms the other
two protocols in power performance.

VI. CONCLUSION

We have developed two metrics to assess the link and chan-
nel qualities and a distributed interference-aware broadcasting
(DIB) protocol to build a high-performance broadcasting tree
for multi-radio multi-channel mesh networks. Both intra-
node and inter-node interferences were taken into account
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Fig. 9. Power versus number of nodes.

in the development process. Our protocol has demonstrated
good scalability since the information of only 2 hops is
needed. A simulator to simulate multi-radio multi-channel
mesh networks has been developed to evaluate the proposed
DIB protocol. Simulation results have suggested that the DIB
protocol is able to achieve 100% reliability, less broadcasting
redundancies, low broadcasting latency, and high goodput.
To better justify the performance, a comprehensive network
performance metric, called power, has been defined. For the
future work, we will investigate the extent to which a local
optimized tree can build a global optimum tree. The broadcast
scheduling scheme will also be investigated.
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