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Abstract

In this paper we present a cross layer topology preserv
ing channel selection protocol for a two interface wireless
mesh network. The presented protocol is a cluster driven
channel selection protocol, preserving a single interface to
maintain connectivity and using the other interface to par
ticipate in small clusters. The clusters are organized by an
independent set clustering algorithm, in which the cluster
head dictates the operating channel for the local cluster.
We show that the channel selection algorithm doubles the
capacity for both a regular grid and a random topology.

1 Introduction

Wireless mesh networks have become increasingly pop
ular, which can be attributed to their low cost and their
auto organizing features. For example wireless mesh net
works have been deployed to provide internet access to re
mote sites [15] and urban areas [20]. Other projects like
[4] take advantage of the auto organizing feature to create
an instantaneous infrastructure for emergency services, pro
viding video and communication services.

The main disadvantage of a wireless mesh network is the
limited capacity and scalability of these networks [8]. To
remediate this capacity problem, researchers have been in
vestigating the use of multi-interface equipped mesh nodes.
These multiple interfaces have to be coordinated to oper
ate on different channels, creating the need for a channel
selection algorithm. In this paper we present a cross-layer
channel selection mechanism as a solution for this capacity
problem.

This paper is further organized as follows: in the next
section we will discuss related work on channel selection.
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In section 3 we explain our design goals and requirements,
which led to the architecture of the proposed channel as
signment protocol. In section 4 we evaluate the proposed
solution, we describe some future work in section 5 and we
conclude this paper in section 6 .

2 Related work

Several channel selections mechanisms have been pro
posed in literature. Depending on how these channels as
signments are computed, they can be classified into three
types: link-channel negotiation protocols, global network
organization mechanisms and distributed channel assign
ment techniques.

Some protocols select a channel by performing a link ne
gotiation protocol to determine a suitable channel. The au
thors of [9, 13] presented a modified 802.11 MAC protocol,
which allowed a channel to be negotiated in the RTS/CTS
exchange. After the negotiation phase, both participating
stations switch to the agreed channel to perform the data
transmission. Another solution is to virtualize multiple
wireless interfaces into a single interface and to select the
most suitable interface for transmission [1]. However pre
vious solutions are completely integrated in the link layer,
which means they cannot take advantage of higher layer in
formation like network topology or the channel assignment
of nearby interfering links.

Other researchers [17, 18, 21] consider the channel selec
tion problem as a network organization problem, in which
they transpose the channel assignment problem to a graph
coloring problem. The disadvantage of such a solution is
that the channel assignment computation has to be central
ized on a single entity. As a consequence, the central entity
must be notified of the complete network status status. Not
only does this result in a single point of failure, it also re-
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quires control packets to be transmitted to the central point,
resulting in large overhead traffic.

Distributed channel selection algorithms avoid the sin
gle point of failure by optimizing the channel assignment in
the local neighborhood of mobile station. In [5] the authors
proposed an on demand channel assignment protocol, that
assigns links to channels when these links become active.
When a new flow is forwarded over a not used link, it as
signs the activated link to a wireless interface, correspond
ing to a wireless channel. The channel is selected using
a channel quality variable, representing the channel occu
pancy in the local neighborhood. In [10] a self-stabilizing
greedy channel selection algorithm is proposed, which al
lows each node to select the least interfered channel for a
wireless interface.

The authors of [23] took a different approach (based on
the work of [7] for TDMA networks) by organizing the net
work in small clusters, where each individual cluster com
municates on its own selected channel. The clusterhead is
responsible for selecting a suitable channel and communi
cating the selected channel to the cluster members. Our pro
posed channel selection shares the same basic ideas with
the previous technique, but instead of developing a pure L2
solution, we opted for a cross layer channel selection pro
tocol integrated with the mesh routing protocol. This in
tegration enables the channel selection technique to access
the network topology information in order to optimize the
clustering (section 3.1) and it enables a cluster(head) to in
telligently select a channel in agreement with other clus
ters (section 3.2). Another advantage is that single inter
face (mobile) stations can participate in the network (sec
tion 3.3).

3 Cluster driven channel selection

The authors of [2] noted that there are two types of nodes
participating in a wireless mesh network: backbone routers
and mobile devices. Usually the former type of nodes are
equipped with multiple wireless interfaces, while the latter
type of nodes only have a single interface. Therefore we
required that a channel selection protocol should be back
wards compatible with single interface devices. This im
plies that the channel selection protocol should be a topol
ogy preserving solution, unless a separate wireless interface
is provided for the mobile clients. Otherwise a channel se
lection solution could disconnect a mobile station, resulting
in a partitioned wireless mesh network.

Our goal was to develop a protocol which could be im
plemented using standard COTS 802.11 equipment hard
ware. The authors of [19] showed that is not feasible to
develop a solution with more than 2 interfaces. Therefore
we were forced to develop a solution using only two inter
faces, as to avoid any inter radio interference, caused by

Figure 1. Architecture

Figure 2. OLSR integration

insufficient shielding of these devices.

We satisfy both requirements by configuring one inter
face to a common fixed channel to maintain connectivity 
allowing single interface (mobile) nodes to participate in the
network - and using the other remaining interface to parti
tion the wireless mesh network in small cells, each operat
ing on a separate channel. This approach mimics the be
havior of 802.11 infra-structured cells, each running on a
dedicated channel.

Our solution comprise three modules, shown in figure 1.
Firstly the clustering component is responsible for creating
a local group and selecting a channel coordinator (section
3.1). Secondly the channel selection component enables the
channel coordinator to select a suitable channel for use in
the local cluster group (section 3.2). Finally the forward
ing module is responsible for transmitting the packet using
the most suitable wireless interface (section 3.3). These
three components were integrated in the Optimized Link
State Routing (OLSR) [6] protocol (figure 2), which is a
well known and widely used routing protocol for wireless
mesh networks. The integration allows each channel se
lection component to retrieve and store information in the
OLSR information databases, eliminating the need to main
tain separate information databases.
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3.1 Clustering module

The clustering module is responsible for organizing the
network in small distinct cells, coordinated by a channel co
ordinator. As a consequence it is undesirable that two chan
nel coordinators are within communication range. We refor
mulated this requirement into an Independent Set problem.
An Independent Set of a graph is a subset of the vertices
such that any two vertices, member of this independent set,
are not directly connected. In this case an independent set
means that each channel coordinator, as a member of this
independent set, will not be in communication range with
another channel coordinator.

The authors of [3] proposed a message-driven Maximal
Weighted Independent Set algorithm for a network graph,
where each node has an associated weight parameter. We
translated this algorithm into a soft-state independent set
clustering (ISC) algorithm (shown in Algorithm 1) to avoid
any synchronization issues due to the simultaneous state
changes. For example, if a new clusterhead advertises it
self, all neighboring stations may decide to join this new
cluster. These stations will simultaneously send update
messages, resulting in collision of broadcast packets on the
MAC layer. Transforming this algorithm to a soft-state ver
sion, where each station periodically advertises its status
avoids this synchronization problem.

A crucial parameter in this algorithm is the weight vari
able, associated with each node. We explored three possible
heuristics for assigning a weight to a mesh node. The first
possibility is a fixed external importance value, which we
simulated by assigning a random value to each node, lead
ing to a random ISC channel selection (ISC-R). A second
possibility is to represent the degree of connectivity [7], in
which the highest connected node will become channel co
ordinator (ISe-H). And finally we explored a metric repre
senting the distance (in hops) to the center (ISC-C). Figure
3 shows a possible clustering applied to a grid topology for
each of these three heuristics.

The clustering module is implemented as an OLSR plu
gin (figure 2), which piggybacks the cluster advertisement
on the HELLO advertisements of the routing protocol. By
piggybacking the signaling packets unnecessary contention
for the wireless medium is avoided. Each clustering mes
sage contains the following information: a weight parame
ter indicating its importance, the membership status (clus
terhead, cluster member or no member), clusterhead IP ad
dress and the channel of the cluster. When the clustering
module receives a cluster advertisement message, it will
analyze the membership status of the originating station
and store this information in the OLSR neighbor database,
where it can be accessed by the forwarding module. The
channel is reported to the Channel Selection module, in
forming it of neighboring cluster's channel usage.

Algorithm 1 Independent Set Clustering
procedure CheckChannelCoordinator( node x )

1: for all neighbors y, which have not joined a cluster do
2: if weight(y) > weight(x) then
3: return false
4: end if
5: end for
6: return true

procedure CheckJoinCluster 0

1: for all neighbours x, which are clusterheads do
2: if CheckChannelCoordinator( x) then
3: join channel coordinator x
4: return true
5: end if
6: end for
7: return false

procedure Main

1: if CheckChanneICoordinator(myself) then
2: if new ChannelCoordinator V channel conflict then
3: select new channel;
4: end if
5: update channel on interface;
6: advertise as channel coordinator;
7: else
8: if check join existing Cluster then
9: update channel on interface;

10: advertise cluster membership;
11: else
12: advertise no membership;
13: end if
14: end if

3.2 Channel assignment

The previous section shows how the network is orga
nized in clusters and how the different clusters are coor
dinated to use a common channel, dictated by the channel
coordinator. But how does the channel coordinator select
the optimal channel? The choice of a suitable channel is
made by the Channel Assignment module. This module is
kept informed by the clustering module about the channel
usage of the neighboring clusters. When a new channel is
requested, it will compute a frequency map F (i) for each
channel, denoting how many clusters are operating on chan
nel i. Based on this frequency map, it computes a Channel
Quality Metric (CQM), indicating how much interference
the cluster will receive from neighboring clusters operating
on nearby channels.
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(a) ISC-H clustering (b) ISC-C clustering

The channel assignment module will select the channel with
lowest associated CQM value. The CQM value assumes
that the wireless interface is operating in the 2.4Ghz fre
quency band, where channels are not orthogonal. The chan
nel proximity function CP(i, j) attenuates the interference
of nearby channels.

3.3 Transparent forwarding

The purpose of the forwarding component is to select on
which interface (the default interface or the cluster inter
face) a data packet will be transmitted. It received this data
packet from the OLSR forwarding module, which has deter
mined to which next hop mesh node this packet should be
transmitted. The forwarding component retrieves the clus
ter membership information associated with this next hop
in the neighbor information database. If the transmitting
node and the next hop are member of the same cluster, then
the module will select the second interface, offloading this
data transmission from the common channel to the cluster
channel. Otherwise the packet will be forwarded using the
standard mesh interface on the common channel, because
the two stations are not members of the same cluster or be
cause no membership information available, suggesting that
the next hop has only a single interface.

We note that the design of the channel selection tech
nique is transparent to the OLSR routing protocol. The
technique accesses the routing protocol information, but
does not interfere with the routing operation, i.e. the path
calculations, allowing a standard single interface (OLSR)
node to participate in the mesh network.

4 Simulation study

The proposed cluster driven channel assignment al
gorithm has been implemented using the Click Modular
Router software [11]. Click allows to program and modify
networking protocols in a fast and configurable way. The
performance analysis of the Click configurations were per
formed in the Nsclick [16] simulator, extended with wire
less cross-layer design features [12]. These features allow
the Click router to have complete control over 802.11 wire
less interfaces, allowing the transmission of raw 802.11 data

(c) ISC-R clustering

Figure 3. 5x5 Grid scenario

frames, secondly the retrieval of transmission information
and finally the possibility to change the wireless channel
from within the software router. These features are sup
ported in wireless hardware, using the Madwifi driver [14].

Using the Click Modular Router as a platform, we com
pared our solution against a single interface mesh network
and a two interface reference mesh network as a benchmark.
This reference mesh network is an a priori channel assigned
network, which is organized in a tree like structure from the
geographical center of the network. The channel assign
ment in this network was constructed in two steps. First an
interference conflict graph is constructed. A vertex color
ing [22] is performed on this conflict graph, creating a non
interfering channel assignment for each station's secondary
interface. In the second step the network is connected us
ing a Breadth First Search (BFS) graph traversal algorithm,
originating from the center of the network, where each pri
mary interface of a node is connected with the secondary
interface of its parent. The purpose of this channel assign
ment mechanism is to have an indication on how much a
network can be improved in the optimal case Le. if a solu
tion is not required to preserve the topology of the original
network.

Grid topology The first network we have simulated is a
five by five grid topology (figure 3) with a 175m inter node
distance. The transmission rate was fixed at 2Mbps to study
the effects of the channel selection on the medium capac
ity. The transmission range was set to 250m and the carrier
sensing range was set to 550m. The network warmup time
was 30s and traffic was generated during 120s. The results
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are averaged over 25 runs. The OLSR routing protocol pa
rameters are summarized below. Figure 5. Random topology scenario

Parameter Value
HELLO-.INTERVAL
TC-.INTERVAL
NEIGHBORjfOLD_TIME
TOPjfOLD_TIME

Is
5s
6s

15s
outperforms the other channel selections and quadruples the
available capacity for long distance relaying.

In order to measure the maximum capacity of the mesh
network, it has to be saturated with traffic. However in a sat
urated wireless mesh network, the broadcast HELLO mes
sages are easily lost as they are not retransmitted, resulting
in false notifications of link failures. Note that we doubled
the rate at which these HELLO messages are sent in order
to compensate for this effect.

We studied the effects of the channel selection technique
on the intra path interference by measuring the relaying ca
pacity. This relaying capacity was measured by sending
a CBR stream along the longest path in the network and
monitoring if the network could sustain the CBR stream.
The highest sustainable CBR stream along this path was
recorded as the relaying capacity. Figure 4(a) shows that the
ISC-R cluster driven channel selection manages to double
the relaying capacity, indicating that the intra path interfer
ence is reduced by half. The other variants variants (ISC-H
and ISC-R) are not able to exploit the regular and symmetri
cal properties of the grid topology. They only show a perfor
mance gain of 70 percent. The reference channel selection

The effects of the channel selection protocol on the inter
path interference were studied by measuring the aggregated
network capacity. A random UDP stream, with a packet size
of 1000 bytes, was generated at each mesh node directed to
the local neighborhood of the generating node. The aver
age throughput of all transmitting stations was recorded as
the aggregated network capacity. Figure 4(b) shows that the
cluster driven channel selection algorithms triple the capac
ity of the network, however they are outperformed by the
reference channel selection with a factor of two.

The non topology preserving property of the channel as
signment in the reference network gives a significant perfor
mance advantage compared to the cluster driven topology
preserving channel selection algorithms. This advantage al
lows the channel selection to divide a local connected group
of mesh nodes over different channels, reducing medium
contention as there are less neighbors contending for chan
nel access, while increasing capacity, as the local connected
group exploits multiple channels in parallel.
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Figure 6. Signaling Overhead

Random topology As a second case study we analyzed
the performance of the channel selection protocol in a net
work with 24, 32 and 40 nodes, placed randomly in rect
angular area of 1200m by 400m. Of each type 50 different
topologies were generated and analyzed. The simulation
parameters were kept the same as in the previous case study.

Figure 5(a) shows that all cluster driven channel selec
tions techniques double the relaying capacity in compari
son with a single interface mesh network, indicating that
the intra path interference has been halved by the cluster
driven channel selection algorithm. The reference channel
selection outperforms the cluster driven channel selection
mechanisms, tripling the relaying capacity compared to the
single interface mesh network.

Figure 5(b) shows that the network capacity can be sig
nificantly improved. The cluster driven channel selection
algorithms enhance the capacity by a factor of more than
two. As in the previous scenario, the reference channel se
lection outperforms the other cluster driven channel selec
tion algorithms by a factor two.

Figure 6 shows the signaling overhead for both the grid
and random topologies. The presented data indicate that the
cluster driven channel selection algorithms increase the sig
naling load significantly compared to the OLSR protocol on

a single interface network. However, when comparing this
increase to the two-fold increase for OLSR running on both
interfaces of a mesh node, it can be seen that the cluster
driven channel selection algorithms cause 25% less over
head.

The performance studies of the grid topology and the
random topologies indicate that our channel selection al
gorithm consistently improves the capacity of a two inter
face wireless mesh network. If we compare this algorithm
against the reference network channel selection, we con
clude that relaxing the topology preservation requirement
can deliver a huge performance bonus for the network ca
pacity.

5 Future work

Currently we did not consider mobile nodes in our per
formance evaluation as we only performed a simulation
study to determine the overall performance capacity in
crease in the wireless mesh backbone. We will study the
impact of the channel assignment on the network perfor
mance perceived by the mobile nodes.

Secondly we will investigate the use of a traffic aware
metric. A traffic aware metric could optimize the capacity
of the network, by dynamically adapting the weight assign
ments on each backbone mesh router to reflect the current
traffic conditions. The network will react by reorganizing
the cluster grouping, and as a consequence it will also re
organize the channel assignment in the wireless mesh net
work. This could enable the mesh backbone routers to of
fload more traffic to their secondary interfaces in locations
where a high bandwidth is demanded.

6 Conclusion

In this paper we have proven that a channel selection al
gorithm can improve the capacity of a wireless mesh net
work significantly. We have presented a distributed cross
layer cluster driven channel selection algorithm which per
forms a channel selection in two interface wireless mesh
networks and which preserves the topology of the network.
This channel selection algorithm doubles the capacity of the
network.

If a wireless mesh network is not expected to have mo
bile nodes or to be compatible with single interface nodes,
then the topology preserving constraint can be removed. In
this case we have shown that the capacity of a network can
be improved even further, quadrupling the capacity of the
mesh network, justifying the need for dedicated channel se
lection algorithms in wireless backhaul networks.
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