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A wormhole attack is one of the hardest problems to detect whereas it can be easily implanted in any

type of wireless ad hoc network. A wormhole attack can easily be launched by the attacker without

having knowledge of the network or compromising any legitimate nodes. Most existing solutions either

require special hardware devices or make strong assumptions in order to detect wormhole attacks

which limit the usability of these solutions. In this paper, we present a security enhancement to

dynamic source routing (DSR) protocol against wormhole attacks for ad hoc networks which relies on

calculation of round trip time (RTT). Our protocol secures DSR against a wormhole attack in ad hoc

networks for multirate transmissions. We also consider the processing and queuing delays of each

participating node in the calculation of RTTs between neighbors which to date has not been addressed

in the existing literature. This work provides two test cases that show that not taking multirate

transmission into consideration results in miss identifying a wormhole attack.

& 2013 Elsevier Ltd. All rights reserved.
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1. Introduction

With the advancements in wireless communication, ad hoc
wireless networks are becoming more popular platforms for
different types of scenarios especially where it is expensive or
infeasible to setup network infrastructure. These networks are
threatened by many attacks because of their open architecture.
These attacks could involve message tampering, identity spoofing,
eavesdropping, blackhole attack (Hu and Perrig, 2004) and the
rushing attack (Hu et al., 2004). Since many multihop wireless
environments are resource-constrained (e.g., bandwidth, power,
or processing), providing detection and countermeasures to such
attacks often turn out to be more challenging than in their wired
counterparts (Khalil et al., 2005).

One of the severe attacks is a wormhole attack, which has
been introduced in the context of ad hoc networks (Hu et al.,
2006; Wang et al., 2006; Capkun et al., 2003). In this attack, a
malicious node captures packets from one location in the net-
work, and ‘‘tunnels’’ them to another malicious node at a distant
point, which replays them locally. The tunnel can be established
in many different ways, e.g., through an out-of-band hidden
channel (e.g., a wired link), a packet encapsulation, or a high
powered transmission. This makes the tunneled packet arrive
either sooner or with a lesser number of hops compared to the
packets transmitted over normal multihop routes. This creates
the illusion that the two end points of the tunnel are very close
to each other. A wormhole tunnel can actually be useful if used
for forwarding all the packets. However, in its malicious incar-
nation, it is used by attacking nodes to subvert the correct
operation of ad hoc and sensor network routing protocols. The
two malicious end points of the tunnel may use it to pass routing
traffic to attract routes through them. They can then launch a
variety of attacks against the data traffic flowing on the worm-
hole, such as selectively dropping the data packets. The worm-
hole attack can prevent two nodes from discovering legitimate
routes greater than two hops away and thus disrupt network
functionality. In addition, it may affect data aggregation and
clustering protocols and location-based wireless security sys-
tems. It is important to note that the wormhole attack can be
launched even without having access to any cryptographic keys
or compromising any legitimate node in the network (Hu et al.,
2006; Wang et al., 2006).

Our protocol secures DSR against wormhole attacks in ad
hoc networks with the help of RTT calculations between
intermediate nodes, which are participating in the route. Our
protocol also calculates the processing times involved at each
participating node while processing route request and route
reply packets. The main differences between our protocol and
other existing protocols (Tran et al., 2007; Alshamrani, 2011)
is the consideration of processing time and multirate trans-
mission. The overwhelming majority of wireless protocols
support different transmission rates at the physical layer, it
is not possible to detect a wormhole attack correctly in a
wireless environment using algorithms defined in Tran et al.
(2007) and Alshamrani (2011) as they assume the transmis-
sion rate between nodes to be constant. If links are faster or
slower than the RTT between those nodes will be considerably
different, therefore, it is hard to say whether this difference in
RTT is because of wormhole or transmission rate.
1.1. Paper organization

Section 2 of this paper presents the wormhole attack, its
different modes and DSR protocol. In Section 3, we present the
related work done by the different authors. Section 4 presents our
proposed protocol including system assumptions, notations, pro-
tocol run, attack model and examples. In Section 5, we present the
security analysis of our protocol against wormhole attacks and
also we compare it with existing solutions and Section 6 presents
the conclusion.
2. Background

Wormhole attacks are mainly severe against wireless ad hoc
network routing protocols, such as dynamic source routing (DSR)
(Johnson et al., 2003) and Ad hoc On-Demand Distance Vector
(AODV) (Perkins et al., 2003). In this section, we first discuss the
working of DSR protocol and then different ways to launch a
wormhole attack against DSR.
2.1. Dynamic source routing (DSR)

Dynamic source routing (DSR) protocol, is an on-demand
routing protocol based on the concept of source routing, which
means that the initiator knows the complete hop-by-hop route to
the destination. This specific feature brings efficiency, but also
results in the scaling of routing message overhead. To perform
DSR, each node is required to maintain a route cache which
contains the topology information of the network. The route
cache is consistently updated to reflect the current status of the
network.

DSR consists of two major phases: route discovery and route
maintenance. In case of route recovery, source node generates
routing request (RREQ) and broadcasts its to neighbors. The
receiving node will append its own address to the RREQ packet
and rebroadcasts it, if it is not the destination. On reception of
RREQ packet at destination, node generates route reply (RREP)
packet and forward back to the source, as shown in Fig. 1.
2.2. Modes of wormhole attacks

There are different ways to launch wormhole attacks in a
wireless network environment which include using high power
transmission, tunneling using encapsulation, tunneling using out-
of-band channels, packet relay or protocol deviation (Khalil et al.,
2005). In the following, we will discuss these in detail.
2.2.1. Wormhole using high power transmission

In this mode, a single malicious node can create a wormhole
attack without the help of any colluding node. When a malicious
node gets a route request, it broadcasts the request with high
power as compared to normal nodes. Any node that hears the
high-power broadcast, rebroadcasts it towards the destination.
By this method, the malicious node increases its chance to be in
the routes established between the source and the destination.



Fig. 1. Route discovery in DSR protocol.
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2.2.2. Wormhole tunnel using encapsulation

In this mode of attack, two or more malicious nodes partici-
pate to create a tunnel between them and give false illusion that
the route through them is the shortest, even though they may be
far away. They create a tunnel with the help of normal nodes
using encapsulation. Due to encapsulation, hop count does not
increase during the traversal through intermediate nodes of
tunnel, which launches wormhole attack between source and
destination.

2.2.3. Wormhole tunnel using out-of-band channel

In this mode of attack, an out-of-band high-bandwidth chan-
nel between the malicious nodes is used to create a wormhole
tunnel. This channel can be a long-range directional wireless link
or a direct wired link. This type of attack requires specialized
hardware, therefore, it is more difficult to launch as compared to
encapsulation attack.

2.2.4. Wormhole using packet relay

In this mode of attack, a malicious node tries to convince two
far nodes that they are neighbors by relaying packets between
them. Even one malicious node can do this and if more malicious
nodes are available then this can expand the neighbor list of
victim nodes to several hops. Consider that node X and node Y are
two non-neighbor nodes with a malicious neighbor node M1.
Node M1 can relay packets between nodes X and Y to give them
the illusion that they are neighbors.
3. Related work

In this section, we review some existing solutions against
wormhole attacks in wireless ad hoc networks. These solutions
can be divided into different categories, based upon type of
solution. In some of the solutions, authors used additional hard-
ware or softwares and some solutions are based upon calculation
of RTT between intermediate nodes.

Hu et al. (2006) introduced the concept of geographical and
temporal packet leashes to detect wormhole attacks in wireless
networks. They added a leash to the packet with extra informa-
tion to defend against wormholes. According to the authors, each
node needs to know its own location and all nodes have loosely
synchronized clocks. The geographical leashes ensure that the
distance between sender and recipient is within certain limits.
The temporal leashes ensure that all packets have an upper bound
on its lifetime, which restricts the maximum travel distance. They
require that all nodes have tightly synchronized clocks. An
implicit assumption is that packet processing, sending, and
receiving delays are negligible. Both geographical and temporal
leashes need to add authentication data to each packet to protect
the leash, which add significant processing and communication
overhead. In addition, a large amount of storage is needed at each
node since a hash tree based authentication scheme (Merkle hash
trees) is used in Merkle (1980).

Capkun et al. (2003) presented wormhole-attack detection
method without requiring any clock synchronization through
the use of MAD (Mutual Authentication with Distance Bounding).
Each node i estimates the distance to another node j by sending it
a one bit challenge, which node j responds instantaneously. Using
the time of flight, node i detects if node j is a neighbor or not. The
approach uses special hardware module that can temporarily take
over the control of radio transceiver unit of the node to immedi-
ately respond to one-bit challenge without the delay imposed by
the usual way of processing messages. Khalil et al. (2005) present
a simple lightweight protocol, called LITEWORP, to detect and
mitigate wormhole attacks in static ad hoc and sensor wireless
networks. LITEWORP uses secure two-hop neighbor discovery and
local monitoring of control traffic to detect wormhole nodes and
also provides a countermeasure that isolates the malicious nodes
from the network. LITEWORP does not require specialized hard-
ware, such as directional antennas or fine granularity clocks. It
does not require time synchronization between the nodes in the
network. LITEWORP does not increase the size of packet, it only
incurs negligible bandwidth overhead, during initialization and
detection of a wormhole. Detection and isolation of wormhole in
LITEWORP is done wisely to minimize the possibility of victimiz-
ing nodes due to false alarms caused by natural collisions in the
wireless medium or due to malicious framing.

Khabbazian et al. (2006) made two assumptions, the first is that
there are a lot of distributed nodes in the network and the second is
that the distance between the two nodes rT, where T is the
transmission range. The authors also protected a packet hop count
by a hash chain to stop attackers from reducing the hop count. In
addition, they divide their work on different distances and examine
where the two legitimate nodes are, and the distance and the number
of hops in between. The results show that this analytic model is able
to explain how the effect of the wormhole can be measured.
However, this approach does not cope well when the attackers only
intend to analyze the network traffic rather than disturbing any
network traffic by dropping data packets.

Su (2010) proposed a routing protocol named WARP to defend
ad hoc networks against wormhole attacks. WARP is basically
modified form of AODV routing protocol by adopting link disjoint
multi-path routing between source and destination. In WARP
each node records all of its neighbor’s anomaly values (number of
times it forms path from different source to destination). Due to
wormhole node’s great ability to grab routing paths, if the
occurrence of one links exceeds the threshold value, the two ends
of this link may be wormhole nodes. If anomaly values of a node
exceed a threshold value then its neighbor will discard all request
for forming route containing that node in the path.

Yu et al. (2010) proposed a new Routing Security Scheme based on
Reputation Evaluation (RSSRE) to secure ad hoc networks. Authors
considered the case of hierarchical ad hoc network based on roles and
functions of participating nodes. The reputation relation is built based



Fig. 2. Time of RREQ and RREP packets.
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on the behaviors and correlation of the node. They chose relatively
secure nodes by reputation evaluation in routing and updated the
reputation through nodes relationship. In this paper, they considered
AODV as routing protocol and claimed their protocol can be used in
any routing protocol to safeguard routing security.

Qian et al. (2007) proposed an approach focusing upon
analysis of routing statistics named as Statistical Analysis of
Multipath (SAM). Through analysis of an ensemble of multipath
routes obtained at the base station, suspicious links appearing
with much higher frequency than expected can be excluded in
favor of more diverse alternative pathways. The approaches
presented provide resilience in case the wormhole alters route
establishment messages, and allow easier extension to multi-sink
scenarios as detection state is implicitly shared. However, if
multipath routing is not specifically required by the application,
then the additional overheads of it could render it unnecessary.

Garcia and Robert (2009) proposed a new routing protocol
based on a modification of the Split Multipath Routing (SMR)
protocol (Qian et al., 2007). The modified protocol allows inter-
mediate nodes to forward repeated copies of a RREQ message, as
long as their hop counts are not larger than the hop counts of
already received copies. The destination should receive numerous
copies of the RREQ message. Thus, the destination should be able
to build a list of available paths from the source; this information
gives a partial view of the network that would be used by the
WIM–DSR protocol in the discovery of possible wormhole attacks.
In this protocol, the destination chooses a path and broadcasts it
towards the source. The intermediate nodes should rebroadcast
only one copy of a given RREQ message. This step should allow
intermediate nodes to validate the information.

An algorithm WRTTGDD is introduced in Prasannajit et al.
(2010). This algorithm works on calculating the RTT and geo-
graphic distance. The WRTTGDD’s operation can be divided into
two steps: using a hop counting technique and RTT between each
successive node. Then, every node must collect the set of hop
counts of its neighbor nodes. In addition, the Dijkstra algorithm is
used by each node to find the shortest route for every pair based
on the RTTs and hop count. Furthermore, by using multi-
dimensional scaling (MDS), a local map will be reconstructed.
Then, distortions in local maps will be detected by the use of a
diameter feature (hop counting). Further, the highest value of RTT
belongs to the fake link that is created by the attackers, because in a
normal network without wormholes, the authors claim that all the
RTTs are nearly the same. This method helps to detect the wormhole
attacks because it gives every node significant information about the
nodes that are able to communicate directly. Although, this algorithm
can detect wormhole attacks, it is not stated how to isolate malicious
nodes to avoid future wormhole attacks.

Znaidi et al. (2008) introduced a new algorithm to detect a
wormhole attack. This algorithm is applied on each given node to
compute specific coefficients (CS) for its neighbor. Authors
assume each node obtains the list of one and two-hop neighbors.
Each node will send a HELLO message including its identity;
therefore every node which hears the HELLO message must add
this node to its neighboring list and then send a reply message to
the sender of the HELLO message. After this, every two successive
nodes share their neighbor lists with each other. The last process
in this protocol is that after node (i) has received the neighbor list
of node (j), it has to compare it with its own neighbor list. Thus, if
there is at least one common neighbor, node (i) will consider the
(j) node is a normal node. Otherwise, it will consider it as a
suspicious node, and put it in its red list. Therefore, node (i) has to
broadcast a message to inform all nodes that (j) is a suspicious
node. Therefore, the black alert message will be sent to all
neighbors to delete the malicious node by a node that has
received a number of alert messages. The results show this
algorithm works well in detecting the existence of a single
wormhole in classical networks.

In Dong et al. (2009), a topological based scheme is proposed
to analyze the wormhole issue and by observing the inevitable
topology deviations introduced by wormholes. Authors classified
the wormholes according to their impact on the network and
propose a topological approach. This approach solely relies on
topological information of the network and detects wormholes by
detecting non-separating loops (pairs). They formally proved the
correctness of this design in continuous geometric domains and
extend it into discrete domains.

In Tran et al. (2007), Transmission Time based Mechanism (TTM)
is used to detect wormhole attacks on AODV routing protocol, which
is the closest work to the one presented in this paper. In (TTM), round
trip time (RTT) is calculated between two successive nodes through-
out the route. The RTT can be calculated by subtracting the RREQ
forwarding time from the RREP receiving time. When the sender
generates the RREQ, it records the sending time. When the node
receives the RREQ, it processes the RREQ and then rebroadcasts it and
further, records its sending time as well, and so on until the RREQ
reaches the target destination. Each node participating in the route
receives the RREP generated by destination later on. Thus, every
participating node records the RREP receiving time. Then, each node
calculates its RTT with the destination and appends it to the
extensional part in the RREP which is already created by the
destination. When the source node gets the RREP, it triggers the
detecting process to check if the established route is valid or not. The
source node will calculate RTTs between every two successive nodes
along the path based on RTT values in the extensional part of RREP.
The authors believed that if the difference between the RTTs of
successive nodes is higher than the threshold (which they assumed
45 s based upon simulation results) value then there is a wormhole.

Figure 2 shows the complete time-line, of how the RREQ
travels through all the nodes, as well as the RREP in the reverse
direction. In order to calculate the RTT, each node records the
RREQ forwarding time TNREQ and the RREP receiving time TNREP,
and calculates the RTT between destination and itself. All these
calculated results forwarded to source S with RREP packet, which was
generated by the destination. Finally, the source S calculates the RTT
between each two successive nodes. According to Fig. 2, we obtain
four RTT values. The first value is RTTS,A, the second value is RTTA,B,
the third value is RTTB,C , and the last value is RTTC,D.

The authors also mentioned about the processing time
required at each node which can affect the value of RTT and they
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proposed a mechanism that instead of calculating the RTT
between two nodes by measuring once, it is measured several
times, say k times, afterward to calculate the average value of RTT.
The authors considered that this average RTT value gives better
results in detection of wormhole but in actual it does not really
work because of difference in transmission time due to conges-
tion in the network at different times and also difference in
processing time at different time intervals.

The following are the possible threats which can affect the
performance of TTM:
1.
 In TTM, the authors only considered single or fixed rate
transmission whereas in wireless networks, the transmission
rate can vary from one point to other depending upon the
capacity of node and the wireless conditions. In fact, we will
show through an example how TTM wrongly identifies worm-
holes due to different rates of transmissions on the wireless
link. Therefore, it is really important to provide a solution for
multirate transmission.
2.
 The second disadvantage in TTM is the longer RTT without the
presence of a wormhole. This longer RTT may be due to
processing or queuing delay at any participating node, which
is not considered by TTM. In TTM, authors calculate the RTT
several times to obtain average value and consider it as an
accurate value. But in reality it is hard to get accurate values
by calculating the average because there is a need to reduce
the number of route requests.
3.
 The third disadvantage in TTM is that each node has the right to
record the forwarding time of RREQ, and the receiving time of
RREP as well, we may think malicious nodes will record fake
times, unlike the time they use in the transmission. By doing this
the source may not be able to detect the wormhole link and may
not be able to recognize that the network is under an attack.
4.
 The fourth disadvantage that makes the TTM mechanism ineffi-
cient to detect and locate the exposed wormhole attack, is the
ability of the malicious nodes to delay forwarding both the RREQ
and the RREP packets. By doing this, the source will not be able to
pinpoint the wormhole link and the source will have more than
one RTTs value which are larger than the average.
5.
 Another possible threat in TTM is that malicious nodes can change
the RTTs forwarded by neighboring nodes because all the RTTs
attached with RREP packet are in normal text. Hence, malicious
nodes can easily change these values to distract the source.
6.
 TTM is also not secure against wormholes created by packet
relay and high power transmission.

In our proposed protocol, we consider all these threats and our
protocol secures DSR against wormhole attacks in an ad hoc
network.
Table 1
Notations.

TNRREQ R
Route Request receiving time of Node N

TNRREQ F
Route Request forwarding time of Node N (noted by neighbors)

RREQSN RREQ packet size at specific node N

TNRREPR
Route Reply receiving time of Node N

TNRREPF
Route Reply forwarding time of Node N

RREPSN RREP packet size at specific node N

RTTNiNj
Round Trip Time between nodes Ni and Nj

PTNi
Processing time at node Ni

c Speed of light ð3� 108 m=sÞ

d Distance between two nodes

R Maximum range of wireless node ð300 mÞ

PD Propagation delay equal to 0.001 ms

m m is equal to 2 ms (limit for RTTs between participating nodes)
4. Proposed protocol

In this section, we propose a secure DSR protocol against
Wormhole attacks in ad hoc networks which support multirate
speeds at their physical layer. In the following sub sections, we
present system assumptions, the notations used in our protocol
and the definition to prove our protocol’s security against worm-
hole attacks.

4.1. System assumptions, notations and definitions

We consider an ad hoc network consisting of N nodes and are
communicating over a shared wireless medium. Links between nodes
are assumed to be bidirectional, i.e. given a link LðA,BÞ between nodes
A and B in an ad hoc network there exists the link LðB,AÞ.
We use a directed graph GðN,EÞ to model an ad hoc network
where N is a finite set of nodes and E is a finite set of bi-
directional wireless radio link between the nodes. Each node NiEN
has unique ID (IP address) and moves randomly. Each mesh node
Ni has transmission radius R, according to wireless transmission
mode. Nj is the neighbor of Ni, if node Nj is in the transmission
range R of node Ni and there is a bi-directional wireless link Eði,jÞ
and Eðj,iÞ between the two nodes, as assumed earlier. We assume
that M is a finite set of malicious nodes present in the network to
create wormhole attack whereas M must be greater than 1 and
less than ðN�1Þ.

We use dynamic source routing (DSR) protocol as the routing
protocol over the IEEE 802.11g medium access control protocol.
All the nodes in the network are in promiscuous mode because in
dynamic source routing environment, each node examines every
packet it receives. As the node examines the addresses in each
packet, it learns where other nodes are located relative to the
node examining packets. Due to this, nodes do not need to
transmit periodic routing advertisements, such as Routing Infor-
mation Protocol (RIP) transmissions that are used to inform other
nodes about the state of network.

IEEE 802.11g supports bandwidth up to a maximum of
54 Mbps and approximately 22 Mbps on average, and it operates
in the 2.4 GHz ISM band. Importantly and of relevance to our
protocols, IEEE 802.11g supports rates at 6, 9, 12, 18, 24, 36, 48
and 54 Mbps and 5.5 and 11 Mbps when working with IEEE
802.11b. IEEE 802.11g is backwards compatible with 802.11b,
meaning that 802.11g access points will work with 802.11b
wireless network adapters and vice versa but important point
here is that if any of the participating node is working with
802.11b then the whole transmission through that node will be
802.11b with lower bandwidth as compared to 802.11g. While we
are only considering IEEE 802.11g for our examples, our protocol
can be applied over any Multi-rate MAC such as IEEE 802.11n.

Data rate, packet size and processing time at each node play an
important role in our protocol because we calculate the round trip
time between the nodes and compare it with the data rate offered
by IEEE 802.11g to check whether there exists a wormhole or not.
It is important to note that other protocols that attempt to do a
similar function do not consider the case of multirate transmis-
sions. In our proposed protocol, a request packet is divided into
two parts, fixed and dynamic (depending upon no. of hop count),
size of which can be calculated as below

RREQ size¼ 24þð4� no: of hop countÞ

for example if the hop count¼4 then RREQ size¼24þ16¼40
bytes

RREP size¼ 24þð4� no: of hop countÞþð18� no: of hop countÞ

whereas 18 bytes are used to carry the request packet receive/
forward, reply packet receive/forward time, request packet size
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and reply packet size at each node (4 bytes to store each time
stamp and 1 byte to store packet size in bytes).

In our proposed protocol, the source node calculates the round trip
time between intermediate nodes depending upon the times received
in the reply packet and calculates the processing time (if required)
and then compares it with the existing data rate to detect the
presence of wormhole attack which is discussed in a later section.
The notations used in our proposed protocol are summarized in
Table 1.

In our protocol, m is a threshold value which is used to compare
the difference between expected and measured values of RTT. The
difference between expected and measured RTTs should ideally be
zero but in case of lower or higher values than m indicate the
detection of a wormhole in our protocol. We assumed m equal to
2 ms considering the factors involved in real time environment like
congestion, etc.
Fig. 3. Route request in the absence of wormhole attack.
4.2. Protocol run

In our proposed protocol, we are calculating the RTTs between
the participating nodes but the most important thing we are
considering the case of multirate transmission between them. In
our mechanism, during the establishment of a route between
source S and destination D, the source is responsible for calculat-
ing RTTs between all the intermediate nodes and processing time
at each node whereas all participating nodes including the
destination are responsible to forward their timestamps TNRREQ R

,
TNRREQ F

, TNRREPR
and TNRREPF

to the source along with the route
reply packet. As we already assumed that all the nodes are
working in promiscuous mode, therefore, neighboring nodes can
monitor and note down the time when their next hop neighbor
forwards the same request packet. This is another important
difference in our protocol that the request forward time of each
node is monitored/noted by the neighboring node so there are
less chances that malicious node alter request forward time to
create illusion that delay is because of processing or queuing.
After the calculation of RRTs between all nodes, the source
compares RTTs and identifies a wormhole (if it exits) based on a
threshold function. The fact that the expected RTT of two fake
neighbors or two node wormhole tunnel will be considerably
much higher or much lower than the measured RTT.

In DSR, when a source node forwards a RREQ to find out the
route for the destination, it receives a RREP from the destination
after some time through the help of intermediate nodes. There-
fore, RTT is the time between forwarding the RREQ packet and
receiving the corresponding RREP packet. Each node taking part in
the route can also overhear when the neighboring node forwards
the same request packet after processing. Each node along the
route stores the time when it receives RREQ and the time when it
receives RREP, whereas neighboring node stores the time when
the same RREQ packet is forwarded by the next hop node. In Tran
et al. (2007), each participating node calculates the RTT and
forwards it to the source with RREP packet, whereas in our
protocol, all participating nodes forward their request receiving
time, reply receiving time, reply forwarding time and request
forwarding time of a neighboring node to the source with RREP
packet. Now at the source node all calculations are being done
which is more secure as compared to mechanism discussed in
Tran et al. (2007) because in our protocol, the source has all the
information and can compare the request receiving and request
forwarding times of specific node to calculate processing time
involved at that node. The source then selects the best possible
route and starts communication with the destination (usually the
shortest path). The source also broadcasts a message to all nodes
about the malicious nodes (if any exist).
4.2.1. Calculation of RTT and processing time

In this section, we discuss the calculation procedure of RTT
between neighboring nodes and processing time (PT) at each
participating node. Let us assume that node S wants to commu-
nicate with node D and S does not have routing information for D

in its routing table/cache as shown in Fig. 3. To find out the best
possible route, S broadcasts a route request RREQ with some
alteration according to our protocol as mentioned below.

.As shown in Fig. 3, there are two possible routes available from
source S to destination D. One is ðS-A-B-C-E-DÞ and second
route is ðS-A-F-G-DÞ. Source node S receives replies from
both routes with all the corresponding values as mentioned below.
1.
 S-n : RREQ ,D,TS,SRfSg
2.
 A-n : RREQ ,D,TS,SRfS,Ag

3.
 B-n : RREQ ,D,TS,SRfS,A,Bg

4.
 F-n : RREQ ,D,TS,SRfS,A,Fg

5.
 C-n : RREQ ,D,TS,SRfS,A,B,Cg

6.
 G-n : RREQ ,D,TS,SRfS,A,F,Gg

7.
 E-n : RREQ ,D,TS,SRfS,A,B,C,Eg

8.
 D-G : RREP,S,TS,SRfS,A,F,G,Dg,TDRREQR

,RREQSD,
TDRREPR

,TDRREPF
,RREPSD
9.
 G-F : RREP,S,TS,SRfS,A,F,G,Dg,TDRREQR
,TDRREQF

,
RREQSD,TDRREPR

,TDRREPF
,RREPSD,TGRREQ R

,RREQSG,
TGRREPR

,TGRREPF
,RREPSG
10.
 F-A : RREP,S,TS,SRfS,A,F,G,Dg,TDRREQR
,TDRREQF

,
RREQSD,TDRREPR

,TDRREPF
,RREPSD,TGRREQ R

,RREQSG,
TGRREPR

,TGRREPF
,RREPSG,TFRREQR

,RREQSF ,TFRREPR
,

TFRREPR
,RREPSF ,TGRREQ F
11.
 A-S : RREP,S,TS,SRfS,A,F,G,Dg,TDRREQR
,TDRREQF

,
RREQSD,TDRREPR

,TDRREPF
,RREPSD,TGRREQ R

,RREQSG,
TGRREPR

,TGRREPF
,RREPSG,TFRREQR

,RREQSF ,TFRREPR
,

TFRREPR
,RREPSF ,TGRREQ F

,TARREQR
,RREQSA,TARREPR

,
TARREPF

,RREPSA,TFRREQF
Similarly source node S receives the second route reply. Now
the source needs to calculate the RTT and transmission time
between the intermediate nodes to detect the existence of a
wormhole attack.



Table 4
Processing time calculations.

PTRREQ Ni
PTRREPNi

TNiRREQ F
�TNiRREQR

TNiRREPF
�TNiRREPR

Fig. 4. Route request from source S to destination D.

Table 2
RTT between participating nodes and destination.

Node TNRREQ R
TNRREQ F

RREQSN TNRREPR
TNRREPF

RREPSN RTTND

S TSRREQ R
TSRREQ F

RREQSS TSRREPR
TSRREPF

RREPSS TSRREPR
�TSRREQF

A TARREQR
TARREQF

RREQSA TARREPR
TARREPF

RREPSA TARREPR
�TARREQ F

F TFRREQR
TFRREQ F

RREQSF TFRREPR
TFRREPF

RREPSF TFRREPR
�TFRREQF

G TGRREQ R
TGRREQF

RREQSG TGRREPR
TGRREPF

RREPSG TGRREPR
�TGRREQF

Table 3
RTT between intermediate nodes.

RTTSA ¼ RTTSD�RTTAD

RTTAF ¼ RTTAD�RTTFD

RTTFG ¼ RTTFD�RTTGD
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Source S calculates the RTT between participating nodes on the
basis of values received with RREP packet and creates a timing
Table 2 which includes the following information.

After the RTT calculation of all the participating nodes with the
destination, the source node S calculates the RTT between the
intermediate nodes, as shown in Table 3.

We have considered the case of multirate transmission in our
protocol whereas the state of the art only considered constant
data rate which cannot detect wormhole as illustrated in our
example in the later section. According to TTM, if there is a
wormhole tunnel involved in the network then the time between
the wormhole tunnel end points is much greater or much smaller
as compared to normal nodes, which is only true when there is
constant transmission rate throughout the network (which is not
a practical assumption).

Once the source node has calculated the RTT between neigh-
boring nodes, the source has to compare all the actual RTTs with
expected RTTs based upon the transmission rate between the
neighboring nodes to check whether there exists a wormhole
tunnel or not. For this purpose, the source runs an algorithm as
shown below:
Algorithm 1. Wormhole checking between intermediate nodes.
Assume that N nodes are randomly placed in an ad hoc
network and source calculated the RTTs of all the
neighboring nodes involved in the route.
Calculate PT for RREQ and RREP Packets
Calculate TT for RREQ and RREP Packets
Calculate RTT ¼ ðTTNi

þPTNi
þPDÞ

Compare actual RTT with expected RTT

if 9AðRTTNiNiþ 1
Þ�EðRTTNiNiþ 1

Þ9r9m9 then

NO Wormhole
else

Wormhole Detected between Ni and Niþ1

end if
As shown in the algorithm above, source first calculates the
processing time at each node and expected transmission time
based upon packet size and available bandwidth between two
nodes and then compares the actual RTTs with the expected RTTs
of all the participating nodes and if the difference is less than or
equal to m then the route is considered to be safe, otherwise
source flags an alert about wormhole detected between nodes
Ni and Niþ1. To calculate excepted transmission time TT, the
source can use following equation:

TT ¼
Packet SizeðbitsÞ

BandwidthðbpsÞ
ð1Þ

Now the source has to calculate the processing time while
processing RREQ and RREP packets simultaneously as shown in
Table 4 of each intermediate node. As we assumed that our
network is in promiscuous mode, therefore, TNRREQ F

is monitored
and forwarded by the neighboring node which is considered to be
more secure as malicious node cannot change that value.

The source calculates the expected transmission time (TT) of
RREQ and RREP packet using Eq. (1). Packet sizes are being
forwarded by each node therefore the source can easily calculate
the transmission time for two neighboring nodes as mentioned
below

TTNiNiþ 1
¼

Packet Size ðin this case its RREQÞ

Bandwidth

TTNiþ 1Ni ¼
Packet Size ðin this case its RREPÞ

Bandwith

Therefore, RTTNiNiþ 1
¼ TTNiNiþ 1

þTTNiþ 1Ni ð2Þ

But in our calculation above RTT between two nodes does not
include the processing time of RREP packet so we have to add
processing time and propagation delay as well in this equation
and then the source can compare the expected RTTs and actual
RTTs. The generalized form of the calculation is as follows:

RTT ¼
X2N�1

i

ðTTiþPTiþPDÞ ð3Þ

Hence, RTT ¼
X2N�1

i

Packet Size

Bandwidthi

� �
þPTiþPD

� �
ð4Þ

Once the source completes all the calculations, the source
node can easily detect a wormhole attack by comparing the
expected RTT values (calculated based upon transmission rate
between the corresponding nodes and packet size) and actual RTT
values (calculated based upon values received from correspond-
ing nodes). The source can then avoid malicious nodes and choose
the best possible route to communicate with the destination.



Table 7
RTT between participating nodes and destination.

Node TNRREQ R
TNRREQ F

RREQSN TNRREPR
TNRREPF

RREPSN RTTND

S 0 0 28 34 34 112 34

F 0.5 2.5 32 30.5 32.5 94 28

G 3.5 5.5 36 23.5 26.5 76 18

H 8.5 10.5 40 15.5 17.5 58 5

Table 8
RTT between intermediate nodes.

RTTSF ¼ 6

RTTFG ¼ 10

RTTGH ¼ 13

RTTHD ¼ 5

Table 9
Processing times at intermediate nodes.

Node PTRREQ PTRREP

F 2 2

G 2 3

H 2 2

Table 10
Expected and actual RTTs.

Nodes Expected RTT Actual RTT

RTTSF 4.91 6

RTTFG 8.3 10

RTTGH 11.34 13

RTTHD 4.04 5

Fig. 5. Route request under wormhole tunnel with encapsulation.

Table 5
RTTs with destination in TTM.

Node TNREQ TNREP RTTND

S 0 34 34

F 0.5 30.5 30

G 3.5 23.5 20

H 8.5 15.5 7

Table 6
RTTs between intermediate nodes in TTM.

RTTSF ¼ 4

RTTFG ¼ 10

RTTGH ¼ 13

RTTHD ¼ 7
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4.3. Attack model

In this section, we consider two different examples to demon-
strate how our proposed protocol works for the detection of a
wormhole attack within multirate transmission and how algo-
rithms that assume constant rate transmission such as TTM (Tran
et al., 2007) provide inaccurate results. We consider that a
wormhole is launched by malicious nodes.

4.3.1. First example

Let us assume that an ad hoc wireless network is established
as shown in Fig. 4 and node S wants to communicate with node D.

S does not have routing information for D in its routing table.
DSR is the routing protocol whereas IEEE 802.11g is the MAC and
physical layer protocol with multirate data transmission between
the nodes as mentioned in Fig. 4. To find out the best possible
route, S broadcasts a route request RREQ with some alteration
according to our protocol.

4.3.2. Working of TTM (Tran et al., 2007)—multirate transmission

example

In this subsection, we present, how TTM works for multirate
transmission to detect the wormhole attack. The source S broad-
casts the route request for the destination D and all the nodes
participating in the route request appends the request packet by
adding TNREQ request time. Once the destination receives the
request packet, it then prepares a reply packet and transmits it
back to the same node from which it received the request. All the
participating nodes append their route reply receiving time as
well with the reply packet.

Upon reception of route reply, the source node calculates and
creates the RTT tables as (Table 5).

After the calculation of RTT of all the participating nodes with
the destination, now source node S calculates the RTT between
the intermediate nodes, as shown in Table 6.

As shown in Table 6, RTTFG and RTTGH are large numbers as
compared to other RTTs. According to TTM, nodes with the larger
RTT are malicious and are part of a wormhole tunnel. Hence
nodes G and H are wrongly identified as malicious. This occurs
because there is a transmission rate deferential between the hops.
TTM works if we assume the transmission rate at each node is
constant. This is the main drawback of TTM and motivation for
our work as our protocol works for both constant and multi
transmission rate. In next subsection, we present how our proto-
col works for this example.
4.3.3. Working of proposed protocol—multirate transmission

example

As discussed in the previous section, the source S broadcasts
the route request for the destination D. The next node in the
network receives that request packet and rebroadcasts it to its
neighbors after performing necessary processing. All the neigh-
boring nodes receive that request packet and rebroadcast it until
it reaches the destination D. Then D prepares a reply packet and
forwards it back to the same route from which it received the
request. D replies to all the requests received from different



Table 13
Processing times at intermediate nodes.

Node PTRREQ PTRREP

A 1 1

M1 2 2

M2 2 2

Table 14
Expected and actual RTTs.

Nodes Expected RTT Actual RTT

RTTSA 4.889 6.6

RTTAM1 7.250 9.5

RTTM1M2 13 20

RTTM2D 3.722 4.5

Fig. 6. Wormhole tunnel using out-of-band channel.

Table 11
RTT between participating nodes and destination.

Node TNRREQ R
TNRREQF

RREQSN TNRREPR
TNRREPF

RREPSN RTTND

S 0 0 28 40.5 40.5 112 40.5

A 1 2 32 36 37 94 34

M1 3.5 5.5 48 30 32 84 24.5

M2 12.5 14.5 40 19 21 58 4.5

Table 12
RTT between intermediate nodes.

RTTSA ¼ 6:5

RTTAM1 ¼ 9:5

RTTM1M2 ¼ 20

RTTM2D ¼ 4:5
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routes after fulfilling all the requirements mentioned in our
protocol. All the nodes participating in the route forward back
the route reply to their next hop until it reaches the source node S.

Upon reception of route reply, the source node calculates and
creates the RTT tables as (Table 7).

After the calculation of RTT of all the participating nodes with
the destination, the source node S calculates the RTT between the
intermediate nodes, as shown in Table 8.

Now the source node calculates the processing time of RREQ
and RREP packet at each node based upon the values stored in
Table 4 as shown in Table 9.

Now the source node needs to calculate the expected RTTs
based upon the link bandwidth and packet data size. The source
calculates the expected RTTs as discussed earlier. Table 10 presents
the expected and calculated RTTs of all the intermediate nodes.

As shown in Table 10, the difference between the actual RTTs
(calculated based upon values received with reply packet) and
expected RTTs (calculated based upon available bandwidth and
data size) is less than threshold m which is equal to 2 ms as
discussed earlier. Ideally, this difference should be equal to zero
but due to wireless environment, we considered it safe when it is
less than or equal to m. Hence, according to our protocol, there is
no wormhole in this route and the longer delay in transmission is
because of the different transmission rates between the nodes.
But TTM has detected a wormhole attack in the same scenario.
4.3.4. Second example

Let us assume that an ad hoc network is established as shown
in Fig. 5 and node S wants to communicate with node D. S does
not have routing information for D in its routing table. DSR is the
routing protocol whereas IEEE 802.11g is the MAC and physical
layer protocol with multirate data transmission (minimum trans-
mission rate is 12 Mbps) between the nodes as mentioned in
Fig. 5. To find out the best possible route, S broadcasts a route
request RREQ with some alteration according to our protocol.

Upon reception of route reply, the source node calculates and
creates the RTT tables as (Table 11).
After the calculation of RTT of all the participating nodes with
the destination, the source node S calculates the RTT between the
intermediate nodes, as shown in Table 12.

Processing times of RREQ and RREP packets at each node are as
shown in Table 13.

The source node needs to calculate the expected RTTs based
upon the link bandwidth and the packet data size. The source
calculates the expected RTTs as discussed earlier. Table 14 presents
the expected and calculated RTTs of all the intermediate nodes.

As shown in Table 14, the difference between the actual RTT
and expected RTT of node M1 and M2 is much greater than
threshold m. We assumed that the transmission rate between M1
and M2 is 12 Mbps which is our minimum transmission rate, even
then difference is much greater. Hence, according to our protocol,
there is a wormhole tunnel between M1 and M2. Source node
broadcasts this information to all other nodes and discards this
route. The source node checks for alternate routes and after
successful checking, it selects the best possible route for commu-
nication with destination.
5. Security analysis

In this section, we present security analysis of our proposed
protocol based upon the different wormhole attack modes as
discussed in Section 2.

5.1. Security against packet encapsulation wormholes

As discussed in earlier sections, our protocol is secure against
packet encapsulation wormhole attacks. In Fig. 5, M1 and M2 are two
malicious nodes and they have created a wormhole tunnel between
them with the help of packet encapsulation. Therefore, one route
between source S and destination D is ðS-A-M1-M2-DÞ and the
other route is ðS-A-B-C-E-DÞ. According to our protocol, we
compare the expected RTT values and actual RTT values to check both
the routes. Therefore, according to our protocol, the source node S

discards route 1 and selects route 2 for communication with the
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destination and hence, our protocol is secure against packet encap-
sulation wormholes.

5.2. Security against out-of-band wormholes

Our proposed protocol secures DSR against out-of-band worm-
hole attacks as well. As shown in Fig. 6, Node S sends a route
request for node D, whereas M1 and M2 are malicious nodes
having an out-of-band channel between them.

Node M1 tunnels the route request to M2, which is a legitimate
neighbor of D. Node M2 broadcasts the packet to its neighbors,
including D. D gets three route requests ðS-M1-M2-DÞ,
ðS-A-B-C-DÞ and ðS-A-E-F-G-C-DÞ.

Once the source node S receives all these three routes replies,
it calculates the RTTs between the consecutive nodes for all three
routes and then decides which route to choose for communica-
tion. In case of route 1, the hop count is less when compared to
other two routes but the difference between expected RTT and
actual RTT of M1 and M2 is considerably smaller than all other
neighboring nodes because M1 and M2 have high speed wired or
wireless link. Our protocol is checking for all abnormal RTTs
whether very high or very low. Therefore, route 1 is not selected,
any other route can be selected based upon time and hop counts.

5.3. Security against high power transmission wormholes

This type of wormholes can be detected using the assumption
of bi-directional links/channels. Suppose a malicious node say M1,
tries to use high power transmission to forward a packet P1 to its
final destination, or to cross-multiple hops to introduce itself in
the shortest path. But on receiving a reply packet from all possible
routes, the source node calculates the RTTs for all neighboring
nodes. Based upon the RTT of all the consecutive nodes, a
malicious node can be detected easily and the source does not
select the route which contains the malicious node.

5.4. Security against packet relay wormholes

As in DSR, all nodes participating in active routes have the list of
their neighbors, therefore if a malicious node M1 tries to relay a
packet between two non-neighbor nodes A and B and deceives them
that they are neighbors. Both nodes detect the malicious behavior of
M1 since they know that they are not neighbor and they also
calculate the RTT between them. Then this RTT can be compared
with the RTT of two neighboring nodes to confirm whether there is a
wormhole or not.

5.5. Security against TTM (Tran et al., 2007) threats
1.
 In our protocol, we also considered transmission and processing
times to avoid any wrong detection as we discussed earlier in
case of TTM when working with multirate transmission.
2.
 Our proposed protocol works in multirate transmission envir-
onment as well which was not covered in the literature. As
shown in example, our proposed protocol identifies that the
delay is not because of wormhole whereas it is because of slow
transmission rate between intermediate nodes.
3.
 In our protocol, each node has to forward the request for-
warding and reply receiving/forwarding time instead of RTT,
therefore, the source can compare all the consecutive nodes’
request and reply timings to make the decision about correct-
ness of timings. This feature also helps us in taking care of the
queuing delay involved at each node. Hence if a node stores
corrupted data, it will be detected by the source.
4.
 According to our protocol, if any of the malicious node delays
the RREQ or RREP packet that can be detectable by the source
based of transmission time calculation and comparison of RTT
of consecutive nodes.

6. Performance analysis

In this section, we present performance analysis of our
proposed protocol in comparison with other existing solutions
discussed in Section 3. As we have already mentioned earlier, in
our proposed protocol, there is no requirement of any special
hardware or any complex calculation or statistical analysis. Our
protocol calculates RTTs based upon the values received through
RREQ and RREP packets during route discovery process. According
to our protocol, nodes require some additional memory to store
RTTs of corresponding nodes and some extra processing time
required to perform linear calculation to find out RTT between
corresponding nodes and it depends upon the number of hops
participating in that route. In other existing solutions, complex
calculations or statistical analysis is required which is time
consuming and also require extra memory.

If we compare performance in terms of memory and proces-
sing of our protocol with existing DSR protocol, there is not much
difference because in our protocol, every participating node needs
to add 18 bytes of extra data with RREP packet and all the
calculations to find out RTTs is being done at the source. There-
fore, our protocol does not create much difference as compared to
DSR but in the end by using our protocol, we are able to safeguard
our routing protocol against wormhole attacks.

Another important performance metric of our protocol is that
we focused on multirate transmission problem which is not
covered by existing solutions mentioned in Section 3. It is clearly
shown in our examples that without considering multirate
transmission, wormhole attacks may be detected wrongly or may
not be detected properly.
7. Conclusions

In this paper, we discussed different modes of wormhole attack
against wireless ad hoc networks and proposed a protocol to secure
DSR against these attacks considering the multirate transmission
environment. Most of the existing solutions discussed in Section 3,
considered the case of fixed rate transmission and AODV as routing
protocol but in our proposed solution, we considered DSR as routing
protocol and considered multirate transmission environment which
is a very important factor. We provided two different examples, one
with fixed rate transmission and other with multirate transmission to
explain the difference of our protocol with other existing protocols.
Our proposed protocol is not only limited to DSR protocol, it can be
widely used for any routing protocol with slight modifications to
secure protocol against wormhole attacks. Furthermore, it can rapidly
isolate the malicious nodes to improve the performance of routing
protocols. Another benefit of our protocol over the existing solutions
discussed in Section 3 is that our protocol does not require any special
hardware or any complex calculations.

As future work, we intend to propose a generic solution to secure
routing protocols against wormhole attacks in ad hoc networks in
multirate transmission environment without assuming data rates
between links.
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