A computational intelligence technique for the effective diagnosis of diabetic patients using principal component analysis (PCA) and modified fuzzy SLIQ decision tree approach
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1. Introduction

Diabetes is this century’s stunning health hazard which has most significance throughout the world. Diabetes has severe health complications like diabetic cardiomyopathy, myopathy, neuropathy, retinopathy, nephropathy and many other complications which affect the financial and social life of people [1]. Type1 and Type2 are the well known and the most occurring types of diabetes. Type1/ Juvenile diabetes occurs due to the body immune system. Diabetes mellitus is the most common type of diabetes which occurs due to ineffective use of insulin by the body cells or inefficient insulin secretion from the pancreas. The people suffering from this disease may lead a healthy and happy life if they can manage the disease properly through proper medication and healthy diet under the supervision of a diabetician. So, early detection plays a vital role in the diagnosis of diabetes disease and it can further prevail over the diabetes health complications.

The early diagnosis of the disease may reduce other health complications. Doctors, medical practitioners or dialectologists are now depending on computers for effective and efficient disease diagnosis. The computer diagnosis system uses knowledge discovery methods, which are known as Computational Intelligence techniques (CI). The CI techniques may be strengthened through effective and sophisticated knowledge discovery mechanisms.

In this research article the authors proposed a hybrid model through combining the PCA with modified fuzzy SLIQ gini index based decision tree algorithm.

The rest of the paper is organized as follows. Section 2 describes the literature review. Data description is presented in Section 3. Proposed model description and flow chart is presented in Section 4. Section 5 deals with the performance metrics and k-fold cross validation approaches used in the present method. The overall result discussion is presented in Section 6. Finally the paper is concluded in the Section 7.

2. Literature review

Classification is one of the data mining techniques which discover valid hidden knowledge from data. The mostly used decision tree models are ID3 and C4.5 [2,3] which use entropy as split mea-
sure. Gini index based decision tree algorithm SLIQ was proposed by Mehta et al. in 1996 [4]. Traditional decision tree algorithms segregates crisp set recursively till the total set belongs to either of the classes which has sharp boundary problem [5].

Different decision tree algorithms are proposed depending upon different types of attribute split measures like information gain, gain ratio, gini index and entropy measure. To overcome the sharp boundary problem, vagueness and ambiguity of data sets, different Fuzzy Decision Tree (FDT) induction algorithms are developed. FuzzyID3 algorithm was proposed by combining the fuzzy sets with induction decision tree [6].

A membership function describes the measure of degree of equality of an element to fuzzy set. Identification of relevant fuzzy membership function plays a vital role in the fuzzy decision trees. Selection of fuzzy membership function depends on the expertise and it is done manually. The fuzzy membership function is designed in such a fashion where the closer values to the split makes fuzzy membership value nearer to numeric value one. There are many fuzzy membership functions available in the literature like triangular, trapezoidal, bell shaped, Gaussian and many more. Chandra B. and Paul Varghese [7] used triangular fuzzy membership function while implementing gini index fuzzy decision tree algorithm. They also used new fuzzy membership function to implement fuzzyfying gini index based decision trees and they achieved promising improvement in the efficiency. Kamadi V.S.R.P. Varma et al. [8] used Gaussian membership function for a better diagnosis of diabetic patients using computational intelligence approaches through fuzzy SLIQ decision trees.

Shankaracharya et al. [9] presented a review article on Computational Intelligence techniques on early diabetes detection. They discussed different approaches used by different authors on Pima Indian Diabetes (PID) data sets like data analysis through logistic regression, clustering techniques, support vector machines, neural networks, Neuro Fuzzy Inference Systems (NFIS), expert systems and Modified Mixture of Experts (MIME) techniques.

From the literature survey, it is evident that much work is not adopted by combining dimensionality reduction approach with fuzzy SLIQ decision trees. This motivated us to take up this approach to investigate classification accuracy on PID data set. With this, the authors also propose a new fuzzy membership function in the methodology.

3. Data description

Knowler et al. made studies on Pima Indian women of at least 21 years old and living at Phoenix, Arizona, USA. According to Knowler’s reports, the incidence and prevalence of diabetes among Pima Indians is higher [10]. Shankaracharya et al. presented a review on computational intelligence in early diabetes diagnosis where the article is articulated with different authors’ approaches tested with PID dataset [9] (Tables 1 and 2).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Variable</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>V1</td>
<td>Pregnant</td>
</tr>
<tr>
<td>A2</td>
<td>V2</td>
<td>Glucose</td>
</tr>
<tr>
<td>A3</td>
<td>V3</td>
<td>DBP</td>
</tr>
<tr>
<td>A4</td>
<td>V4</td>
<td>TSFT</td>
</tr>
<tr>
<td>A5</td>
<td>V5</td>
<td>INS</td>
</tr>
<tr>
<td>A6</td>
<td>V6</td>
<td>BMI</td>
</tr>
<tr>
<td>A7</td>
<td>V7</td>
<td>DPF</td>
</tr>
<tr>
<td>A8</td>
<td>V8</td>
<td>Age</td>
</tr>
<tr>
<td>CLASS</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attribute</th>
<th>PID pressured</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of times pregnant</td>
<td>Plasma glucose concentration at 2 h. in an oral glucose tolerance test-(mg/dl)</td>
<td></td>
</tr>
<tr>
<td>Diastolic blood pressure-(mm Hg)</td>
<td>Triceps skin fold thickness-(mm)</td>
<td></td>
</tr>
<tr>
<td>2-Hour serum insulin-(mu U/ml)</td>
<td>Body mass index-(kg/m2)</td>
<td></td>
</tr>
<tr>
<td>Diabetes pedigree function</td>
<td>Age</td>
<td></td>
</tr>
</tbody>
</table>

1. tested Positive: (diabetic)
2. tested Negative: (non diabetic)

4. Proposed model

4.1. PCA and FSCT method layout

The detailed work flow the proposed method is shown in Fig. 1.

4.2. Principal Component Analysis (PCA)

4.2.1. Data standardization

From the literature it is evident that data with different parameters, different units and scales requires data standardization process. Normalization or Standardization of data plays a vital role in data mining. The transformation equation is as follows.

\[ X' = \frac{(X - \bar{X})}{S_X} \]  

Where,
\[ \bar{X} = \text{Mean} \]
\[ X = \text{Attribute Value} \]
\[ S_X = \text{Standard Deviation} \]

4.2.2. Dimensionality reduction

Pattern Recognition Techniques use dimensionality reduction approaches to obtain better accuracy of classification algorithms. Dimensionality reduction is a pre-processing stage which reduces the high dimensionality data into a manageable size, keeping the original information intact. The dimensionality reduction has three important stages as follows:

- Extraction of factors using Factor Analysis
- Verify the validity and internal consistency
- Calculating the new scales

4.2.2.1. Factor analysis. Factor analysis is a statistical technique to express the inconsistency among the observed variables in terms of factors. It searches for combined variations in response to unseen veiled variables. The set of variables in a data set is reduced using
the information observed about the interdependencies between observed variables. The common factor model can be described as,

\[ X_i = a_{ij}f_j + \ldots + a_{ip}f_p + e_i \]  \hspace{1cm} (4.2)

Where,
- \( X_i \) is the ith variable
- \( a_{ij} \) is the jth factor loading for the ith variable; \( j = 1,2,...,n \)
- \( f_1, f_2, \ldots, f_p \) are uncorrelated factors and \( e_i \) is the error term

The factor analysis has been performed with statistical package for social sciences SPSS 16.0. There are several methods available in SPSS 16.0 to extract the factors. The results used in this paper are taken from principal factor analysis.

4.2.2.2. Major points in factor analysis.

- Identification of the low communality variables and
- Identification of variable without loading on any factors or a variable with cross loadings.

**Step 1:** Identify the low communality variables that are less than 0.5 which has less required levels of justification. The communalities of the Pima Indian data set variables are shown in Table 3. All variable values are greater than 0.5 after extraction hence all variables have propound importance in the justification.

**Step 2:** Check the factor loadings in unrotated factor matrix. In this Principal Component Analysis technique we adopted varimax rotation to minimize the cross loadings. The factor loading matrix which is also known as Rotated Component Matrix is shown in Table 4.

Bryman et al. [11] proposed that Kaiser Meya Olkin (KMO) is one of the check measures to confirm the sufficiency and soundness of the statistics. The KMO is used to exhibit proportion of variance in variable. The variable having value 0.5 or less is considered to be improper otherwise the variable is proper. In this work we obtained KMO value as 0.633 which is above the acceptable lower value 0.5 and significance value is 0.000 which is less than the lower range value 0.005. These measures illustrate the suitability of the factor analysis used for the model. The KMO and Bartlett’s measures are shown in Table 5. Total variance measures are shown in Table 6.

4.2.2.3. Verification of internal consistency and validity. The internal consistency and validity of the factors are verified using three methods.

- Factor loadings of the attributes
- Average variance extracted
- Calculation of Cronbach’s Alpha

4.3. Factor loadings of the attribute

The value of the factor loadings is one of the important features for the examination of the validity of the factors with Confirmanatory Factor Analysis (CFA) [12]. An acceptable level of factor loadings is 0.5, but 0.7 or above is suggested. Out of 8 factor loadings one is 0.5 and the remaining all are above 0.7 which is an excellent indication of the soundness of the factors.
4.4. Average variance extracted

The average percentage of Variance Extracted (VE) among set of crated objects is a summary indicator of convergence. This is calculated using the below mentioned formula.

\[ VE = \frac{\sum_{i=1}^{n} \lambda_i^2}{n} \]  

(4.3)

where, \( \lambda \) is standardized factor loading, \( n \) is number of items

The measured value of VE is 0.5, which indicates satisfactory levels.

4.5. Calculation of Cronbach’s Alpha value

Internal consistency among the variables is identified using Cronbach’s Alpha value. This indicates the close relation among the set of items that are newly computed using PCA. This is measured as a function of number of items and the average inter-correlation among items. According to Nunnally et al. [13] the Cronbach’s Alpha values of 0.6 and above are considered as the sufficient for testing the reliability of dimensions. The Cronbach’s alpha is measured using the below equation.

\[ \alpha = \frac{N\overline{r}}{\overline{r} - \overline{\rho}} \]  

(4.4)

where.

\( N \) is the number of items and \( \overline{r} \) is the average inter correlation and \( \overline{\rho} \) is the average variance.

4.5.1. Calculation of new scales

From the literature there are three different approaches available to calculate the new scales.

4.5.1.1. First method. The surrogate variables which has highest loading on each factor are selected as representative variables for each factor.

4.5.1.2. Second method. In this method the items in the scale are summed and averaged.

4.5.1.3. Third method. In this approach the factor scores are computed using composite measure of each factor computed for each variable.

In our work, the new scales are calculated using second method.

4.6. Split point calculation

The records in the data are split into two separate child nodes using impurity measure. The best split is chosen based on the impurity of the child nodes. The smaller the degree of impurity, the more skewed the class measure distribution. Different types of impurity measures are available in the literature as follows [14]. A best attribute value is chosen as split point as a decision node for binary partitioning of the records with respect to the class information. Chandra B and Paul Varghese used the average of the records of a sorted attribute if the class change occurs among simultaneous records in the list of attributers in fuzzy SLIQ decision tree algorithm and they eliminated the split points with same attribute values. The author Kamadi V.S.R.P, Varma et al. proposed a Gaussian Gini index Fuzzy SLIQ Decision Tree algorithm (GG-FSDT) [8]. The author proposed false split points identification and elimination which decreases the computational effort. In this article, the author used the false split point identification and elimination approach to identify the split measures. The best split is identified using one of the node impurity measures known as gini index approach.

False Split Point Identification and Elimination Criteria

1. Simultaneous class change occurs between the similar records of a sorted attribute list
2. The similar records in the attribute have same records above or below the split point with different class information of a sorted attribute list.

4.7. Fuzzy membership function

A membership function provides the degree of similarity measure of an element to a given fuzzy set. Membership functions are chosen randomly by the authors with evident knowledge and experience of membership functions or intended by using machine learning techniques. There are different types of fuzzy membership functions that are used in the earlier methods like triangular, trapezoidal, Gaussian, bell-shaped and etc. Chandra B and Paul Varghese used triangular fuzzy membership functions. Hameed used Gaussian membership function for improving the reliability and robustness of students’ evaluation systems and achieved improving results because it has less degree of freedom, smooth transition between levels and accurate representation of input-output association [15].
4.7.1. Triangular fuzzy membership function

\[
\text{fuzzy value} = \begin{cases} 
    lw \frac{lp + lw - \text{val}}{lp} ; & \text{val} \leq lp \\
    1.0 ; & lp < \text{val} < rp \\
    lw \frac{\text{val} - rp + rw}{val - rp + rw} ; & \text{val} \geq rp
\end{cases}
\]  

(4.5)

where,

If attribute value \( \leq \) splitpoint

\[
lw = \alpha + \sigma \\
lw = 0.0 \\
lp = \text{splitpoint} - \beta \\
rp = \text{splitpoint} + \beta
\]

If attribute value \( \geq \) splitpoint

\[
lw = 0.0 \\
lw = \alpha + \sigma \\
lp = \text{splitpoint} - \beta \\
rp = \text{splitpoint} + \beta
\]

\( \beta \) takes values between zero and one
\( \sigma \) denotes standard deviation
\( lw \) and \( rw \) are the parameters for the left and right sides of the attribute split point
\( \alpha \) average value of the distinct classes in the dataset

4.7.2. Gaussian fuzzy membership function

\[
fuzzy value = \exp\left(-\frac{(\text{val} - \text{splitpoint})^2}{2\sigma^2}\right)
\]  

(4.6)

where, ‘val’ represents the attribute value in the data set, \( \sigma \) denotes standard deviation.

4.7.3. Proposed fuzzy membership function

\[
fuzzy value = \begin{cases} 
    1 - \frac{1}{2} \exp\left(\sigma (\text{val} - \text{split point})\right) ; & \text{if val} \leq \text{split point} \\
    1 - 1/\left[1 - \exp\left(\sigma (\text{val} - \text{split point})\right)\right] ; & \text{if val} \geq \text{split point}
\end{cases}
\]  

(4.7)

Fig. 2. Working model of PCA and FSDT classifier.

Fig. 3. Test set 1 Confusion Matrix.
where, ‘val’ represents the attribute value in the data set, or denotes standard deviation.

In our proposed method the fuzzy membership function is implemented to achieve less degree of freedom and smooth transition between levels of the fuzzy values. The proposed membership function keeps maximum fuzzy values closer to the split point.

4.8. Gini index calculation

One of the impurity measures which were used earlier in many models is gini index measure. The gini index is calculated at every split point of the ordered attribute list and the best split point is identified as the split point with minimum gini index. The corresponding attribute is taken as root node and the remaining records in the data set are separated using the best split point. Chandra B and Paul Varghese used the below mentioned gini index formula [7,16].

\[
D(X_i) = \sum_{v=1}^{n} \left[ \frac{N(v)}{N(a)} \right]^2 - \sum_{k=1}^{C} \left( \frac{N(v)}{N(a)} \right)^2
\]  

(4.8)

where, \(X_i\) = Selected split point
\(N(v)\) = Sum of \(v^{th}\) partition’s records fuzzy membership values
\(N(a)\) = Sum of all partition’s records fuzzy membership values
\(N(v)\) = Sum of the product of fuzzy-membership values of the attribute and the fuzzy-membership values of the corresponding records with class \(w_k\) in partition \(v\)

4.9. Experimental design

The working model of PCA and FSDT classifier is shown in Fig. 2. The algorithm of this model is explained as follows.

\textbf{Algorithm:}

\textbf{Step 1:} Read the training data set.

\textbf{Step 2:} Arrange the each attribute in sorted order and calculate the split points.

\textbf{Step 3:} Identify and eliminate false split points to obtain the actual split points in the corresponding attribute list.

\textbf{Step 4:} Apply the fuzzy membership function at each split point to convert the attribute information as fuzzy membership values.

\textbf{Step 5:} Measure the Gini index at each split point.

\textbf{Step 6:} The split point with minimum gini index is identified as the best split condition and the corresponding attribute as the root node.

\textbf{Step 7:} Construct a binary decision tree with obtained root node and split information.

\textbf{Step 8:} Repeat the process from step 2 for each node if the stopping criterion is not satisfied.

4.10. Stopping criterion

- If all the records in the data set belong to the same class
- If all have similar records in the attribute list
- If the dataset is empty
Fig. 5. Test set 3 Confusion Matrix.

Table 7
Performance Metrics.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>( \frac{TP + TN}{TP + TN + FP + FN} )</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>( \frac{TP}{TP + FN} )</td>
</tr>
<tr>
<td>Specificity</td>
<td>( \frac{TN}{TN + FP} )</td>
</tr>
</tbody>
</table>

Table 8
New Dimensions Identified using PCA.

<table>
<thead>
<tr>
<th>New Attribute</th>
<th>Feature Combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>Pregnant, DBP &amp; Age</td>
</tr>
<tr>
<td>X2</td>
<td>TSFT &amp; BMI</td>
</tr>
<tr>
<td>X3</td>
<td>Glucose, INS</td>
</tr>
<tr>
<td>X4</td>
<td>DPF</td>
</tr>
</tbody>
</table>

Table 9
Average Variance Extracted using PCA.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Average Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor 1</td>
<td>0.62228</td>
</tr>
<tr>
<td>Factor 2</td>
<td>0.74893</td>
</tr>
<tr>
<td>Factor 3</td>
<td>0.74590</td>
</tr>
<tr>
<td>Factor 4</td>
<td>0.94281</td>
</tr>
</tbody>
</table>

5. Performance metrics and k-fold cross validation

The most common metrics of performance measure in medical diagnosis classification techniques are accuracy, sensitivity and specificity. Accuracy is defined as the ability of the model to correctly predict the class label of previously unseen or new data. Sensitivity measures the ability of the method to identify the occurrence of target class accurately. Specificity measures the ability of the method to separate the target class [16]. The Accuracy, Sensitivity and Specificity are measured as follows (Table 7).
Table 13
Classification Accuracy for PID Data Set.

<table>
<thead>
<tr>
<th>S. No</th>
<th>Method</th>
<th>Author</th>
<th>Average testing accuracy (%)</th>
<th>References</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C 4.5</td>
<td>J.R. Quinlan</td>
<td>65.06</td>
<td>[3]</td>
<td>1993</td>
</tr>
<tr>
<td>3</td>
<td>k-NN</td>
<td>Ster, Dhebnikar</td>
<td>71.01</td>
<td>[20]</td>
<td>1996</td>
</tr>
<tr>
<td>4</td>
<td>CART</td>
<td>Ster, Dhebnikar</td>
<td>72.6</td>
<td>[20]</td>
<td>1996</td>
</tr>
<tr>
<td>5</td>
<td>MLP</td>
<td>Ster, Dhebnikar</td>
<td>75.2</td>
<td>[20]</td>
<td>1996</td>
</tr>
<tr>
<td>6</td>
<td>CART-DB</td>
<td>Shang, Breiman</td>
<td>74.4</td>
<td>[22]</td>
<td>1996</td>
</tr>
<tr>
<td>7</td>
<td>Naive Bayes</td>
<td>Friedman</td>
<td>74.5</td>
<td>[23]</td>
<td>1997</td>
</tr>
<tr>
<td>8</td>
<td>GNG</td>
<td>Deng, Kasabov</td>
<td>74.01</td>
<td>[21]</td>
<td>2001</td>
</tr>
<tr>
<td>9</td>
<td>GCS</td>
<td>Deng, Kasabov</td>
<td>73.08</td>
<td>[21]</td>
<td>2001</td>
</tr>
<tr>
<td>10</td>
<td>RBF</td>
<td>Kayara K.</td>
<td>68.23</td>
<td>[24]</td>
<td>2003</td>
</tr>
<tr>
<td>11</td>
<td>GFDT</td>
<td>B. Chandra, P. Paul Varghese</td>
<td>74.94</td>
<td>[18]</td>
<td>2009</td>
</tr>
<tr>
<td>12</td>
<td>SSVM</td>
<td>Purnami S.W. et al.</td>
<td>76.73</td>
<td>[25]</td>
<td>2009</td>
</tr>
<tr>
<td>13</td>
<td>SGFDT</td>
<td>Hongze Qie, Haitang Zhang</td>
<td>74.09</td>
<td>[19]</td>
<td>2011</td>
</tr>
<tr>
<td>14</td>
<td>GGFSDT</td>
<td>K.V.S.R.P Varma et al.</td>
<td>75.8</td>
<td>[8]</td>
<td>2013</td>
</tr>
<tr>
<td>15</td>
<td>PCA-FSDT</td>
<td>Our Method</td>
<td>76.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


...k-fold cross validation is the best quantity for classifier performance. The k-fold cross-validation method segments the data into k equal-sized partitions [17]. The average of the k different test results gives the accuracy of the algorithm. In this article we used 3-fold cross validation.

6. Results and Discussion

In this paper the authors developed a Computational Intelligence technique using Principal Component Analysis and modified Gini index - Fuzzy SLIQ Decision Tree algorithm for the diagnosis of diabetes. We have proposed an expert system which has two stages. In the first stage the PID data set with eight attributes is reduced to four attributes using Principal Component Analysis (PCA) and in the second stage decision rules are constructed using modified Fuzzy SLIQ Decision Tress algorithm (FSDT). The method performance was verified by 3-fold cross validation approach in each fold. Out of 336 whole data set 112 items are used for testing and the remaining 224 items are used for training the algorithm. PCA is used to extract the local, global, structural and statistical features and dimensionality reduction. Statistical Package for Social Sciences SPSS 16.0 is used to Principal Component Analysis. The validity of the factors extracted with this method is confirmed using Confirmatory Factor Analysis (CFA) technique. The significance of the separation between the identified dimensions is verified using Cronbach’s Alpha value. According to PCA results out of eight attributes of PID data set finally four factors are identified. The new attributes that are identified through PCA is presented in Table 8. Factors and the corresponding average variance extracted by them are presented in Table 9. The Cronbach’s Alpha values are as shown in Table 10.

The factor scores are computed using composite measure of each factor computed for each variable and this new factor scores are used as input to the modified fuzzy SLIQ decision tree algorithm. In each fold out of 336 whole data set 112 items are used for testing and the remaining 224 items are used for training the algorithm. Table 11 presents the number of split points obtained with Fuzzy SLIQ Decision Tree algorithm (FSDT), Gaussian Gini index Fuzzy SLIQ Decision Tree algorithm and the proposed method (PCA + FSDT). The results show that the proposed method reduces computational effort by reducing the number of split points for each training fold. The reduced split points in the training set directly reduces the gini index calculation in the corresponding training set. However the average accuracy achieved with the proposed model is considerably high when compared with the previous models FSDT and GGFSDT.

Summary of the confusion matrix for testing performance metrics are shown in Figs. 3–5.

Table 12 presents the test accuracy, sensitivity and specificity obtained with 3 folds of the PID test data set. The method achieves an average test accuracy of 76.8% which is a prominent result when compared with the earlier model test accuracy with the PID data set which is presented in the Table 13.

7. Conclusion

In this paper the computational intelligence technique for diabetes diagnosis was simulated using Principal Component Analysis and Modified Fuzzy SLIQ Decision Tree algorithm with the help of SPSS and MATLAB. The work was carried out with 336 data records collected from UCI machine learning repository. The accuracy obtained with this model was 76.8%, which outperformed when compared with the earlier models. The accuracy of the model can be improved by using relevant and better fuzzy membership functions which are applicable to diabetes clinical data. In future work we are planning to extend the model for the diagnosis of other diseases with better fuzzy membership functions.

Acknowledgement

Allam Appa Rao acknowledges the financial support of DST-IRHPA Scheme vide Lr No. IR/SO/LU/03/2008/1 dated 24-12-2010.

References

V.S.R.P. Varma received the M.Tech degree in Computer Science and Technology from Andhra University, India in 2008. Working towards the Ph.D. degree at Dept.CSE, JNTUH-Hyderabad. Presently working as Assistant Professor, Department of CSE, GITAM University, Visakhapatnam. Research interests include Data Mining, Fuzzy Logic, Genetic Algorithms, Big Data and Bioinformatics.

Allam Appa Rao was the first to receive Ph.D from Andhra University in Computer Engineering. Research contributions in Computer Engineering are vital, varied and vast. Received “Srinivas Ramanujan Birth Centenary Award” from Indian Science Congress Association (ISCA). Research interest includes Bioinformatics, Soft computing, Big Data and Computational Biology.

T. Sita Mahalakshmi received M.Tech (CST) from Andhra University and Ph.D from Nagarjuna University and had 25 years of teaching and research experience. Presently working as Professor, Department of CSE, GITAM University, Visakhapatnam. Worked on hand written telugu script recognition using soft computing techniques. Research interests include Genetic algorithms, Neural Networks and Data Mining.

P.V. Nageswara Rao received M.Tech (CST) from Andhra University and Ph.D from Nagarjuna University and had 20 years of teaching and research experience. Presently working as Professor, Department of CSE, GITAM University, Visakhapatnam. Research interests include Bioinformatics, Soft Computing and Data Mining.