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ABSTRACT

The main goal of this paper is to present a clustering model to identify duocentric communities in the complex networks. A duocentric community is built around two central nodes which are as close as possible to other nodes, while the central nodes are connected enough to each other to shape the center of the community. To detect such communities, we develop a new objective function based clustering model. The network's nodes are assigned to the duocentric communities by the type-2 fuzzy numbers which indicate the degrees of belonging to the communities by upper and lower membership values. Generated interval type-2 fuzzy membership values by our proposed model are able to determine how much each node belongs to the both central nodes and how it is shared among communities. Also, the compatible verification index with the proposed model is introduced to evaluate and compare the results of the proposed model with the existing approach in the literature. Finally, the performance of the proposed algorithm is validated by detecting duocentric communities in three artificial networks and two real social networks.
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1. Introduction

A network is a set of nodes (or objects) and edges (or relations) which describe the relationships between the nodes (Kadushin, 2004; Schaeffer, 2007). A group of nodes which probably share common properties and/or play similar roles within the network is called a community or cluster (Estrad et al., 2012; Fortunato, 2010). The task of grouping nodes with edges which are connected to one another but have no connection to outside the group is referred to as graph clustering or community detection (Fortunato, 2010; Schaeffer, 2007). Networks' nodes may be shared among different communities and form overlapping communities. Discovering and detecting overlapping communities which exist in the most real social networks is an important topic in social network analysis (Leskovec et al., 2008; Li, 2012).

The fuzzy clustering model is one of the methods in the literature which were used for detecting overlapping community. The fuzzy objective function-based clustering method comprises a family of local graph clustering methods that can be formulated as the problem of minimizing an objective function. These methods detect the overlapping communities and assign the nodes to communities with different degrees of belonging. The node's degree of belonging to the communities are measured based on the distance to the center of the communities.

The structure of the detected communities could be considered as egocentric networks which center of the community is an ego and the other community members are the alters connected to the ego. However, in some cases, there are two egos play the main role in the network. This structure of the community which forms around a pair of central nodes is called duocentric community which was introduced by Coromina et al. (2008) in 2007. Detecting the communities in these cases are required to find two central nodes rather than one central node. Consequently, the degree of belonging to such communities should be determined based on the distances to both central nodes rather than a single node.

There is not any community detection model in the literature for detecting duocentric communities and defining the degree of belonging to such communities. The goal of this paper is to present a new model for detecting duocentric communities in the complex networks to detect overlapping communities with two central nodes. In addition, we defined the degree of belonging to such communities by type-2 fuzzy membership value which indicates the degree of belonging to both central nodes as well as degree of sharing nodes among the communities.

This paper is organized as follow: in the next section, the basic concepts of the network structure and the community detection models are addressed. Section 3 describes the proposed fuzzy
duocentric community detection model and a verification index to evaluate and compare the results of the proposed model with existing approach. Section 4 describes the experimental results and finally, the last section concludes the paper with further research suggestions.

2. Background

This section describes some basic concepts of the network structure and reviews the community detection approaches. It also reviews approaches which applied fuzzy logic theory for detecting overlapping communities.

2.1. Network structure

The relations between the nodes represent the different network concepts and, consequently, network structures. In the literature, the network structure mainly divided into the complete and egocentric network. A complete (or whole) network is built upon every node from a population and any relation is considered for every node composing the network (Martino and Spoto, 2006). Since all relations between the set of networks’ nodes are considered, analysis of complete network may face challenges due to limitations of either accessing data of the whole network or computational complexity (Almquist, 2012). This impracticality of using a whole network could be solved by considering network as an egocentric network. In the anthropology literature, egocentric network (also known as a local or personal network) is used to represent the social network between an ego (also known as a focal person or central node) and the alters (other people or non-central nodes) who have some predefined social relationships with ego (Almquist, 2012; Everett and Stephen, 2005; Passarella et al., 2012; Wasserman and Faust, 1994). The ego is the only center or hub in its egocentric network, and is connected to all its alters or non-central nodes (Passarella et al., 2012). If $k$ nodes are considered in a network, egocentric network defines a specific class of networks that considers a network which has one point as ego or center and it is connected to each $k - 1$ nodes. However, in a complete network all relations between $k - 1$ nodes are also considered. While an egocentric network has the fewest possible links, a complete network has the maximum number of relations in the network (Freeman, 1982).

The egocentric network is one of the most important representations of human social networks (Passarella et al., 2012) and is of interest for a number of reasons (Newman, 2003). Egocentric network models do not describe all social links between alters which would be required to model the complete social network formed by all egos and their alters (Passarella et al., 2012). Therefore, the collecting of data compared with whole networks is easier. Information on the alters, including how they are connected, is obtained entirely from the ego (Everett and Stephen, 2005). In addition, in some cases, egocentric network mapped from a large population can be used to make statistically significant conclusions about the whole population (Everett and Stephen, 2005; Freeman, 1982) and it has been widely explained and studied in the literature of social network analysis (Burt, 1992; Coleman, 1990; Everett and Stephen, 2005; Granovetter, 1973; Knoke and Kuklinski, 1982; Newman, 2003; Scott, 2000; Vehovar et al., 2008; Wasserman and Faust, 1994; Wellman and Berkowitz, 1988).

The egocentric network is used in network analysis when a single node play the main role in the network. However, in some cases, instead of one node two nodes play the main role in the network. Coromina et al. (2008) have defined the duocentric networks for the case in which the center of the network is a pair of relevant nodes. Detecting communities in such networks requires identifying the two main important actors within a network. Networks which are built around a husband and wife, buyer and seller, exporter and importer, a PhD student and his/her supervisor are good examples of such networks. In a duocentric network, the relations of two central nodes with other nodes in the network are considered, while the relations amongst non-central nodes are neglected (Coromina et al., 2008). An example of an egocentric and a duocentric community are shown in Fig. 1.

A duocentric network is a compromise between an egocentric network and a complete network that can be used when there is a pair of relevant central actors in the network. Similar to egocentric network, duocentric network models do not considered all social relations between alters which would be required to model the complete social network formed by all duocenters and their alters. Although the number of considered connections in duocentric networks are doubled compared to egocentric networks, it is still significantly less than complete networks.

Duocentric communities are made up of social units (like persons, groups or organizations) and social relations (like marriage or friendship) in which nodes are connected to at least one of the two central egos. Duocentric networks, however, are special in that they are built around a pair of particular designated social units. To uncover duocentric network, first, a pair of nodes is detected as the center of network. Then, other non-central nodes are determined by their relations to duocenters.

Defining a duocentric network by only one center, can result in misunderstanding of the whole network. Fig. 2(a) shows a sample of a duocentric network (central nodes are shown in blue). Defining the network by only one center causes neglecting the gray nodes, as shown in Fig. 2(b) and (c); whereas the gray nodes would be also belong to the network if the two nodes are considered as center, as shown in Fig. 2(d).

In this paper, we focus on the network with duocentric structure and develop a new model to detect communities (or sub-networks)

![Fig. 1. An example of (a) egocentric and (b) duocentric network.](image-url)
with such structure. In the following subsection, the existing approaches to community detection will be reviewed.

2.2. Community detection models

A group of nodes, which probably share common properties and/or play similar roles within the network, form a community (or a cluster) (Estrada et al., 2012; Fortunato, 2010); relations within the community are greater than relations between the community's members with other nodes which are not members (Kadushin, 2004). If data is represented as a network whose nodes are objects and links represent connections among objects, then a community or cluster can be defined as a connected component like a group of nodes that are connected to one another, but which have little connection to nodes outside the group. Generally, the task of grouping nodes with edges within each community and relatively few edges between the communities is called community detection or graph clustering (Fortunato, 2010; Schaeffer, 2007). The graph clustering methods in the literature are divided into two main groups. The first group includes global methods such as hierarchical clustering, divisive clustering and agglomerative clustering, while the second group is comprised of local clustering methods, such as local search and fitness function methods. In a global clustering, each node of the input network is assigned to a cluster in the output of the method, whereas in a local clustering the cluster assignments are only done for a certain subset of nodes, commonly only one node (Schaeffer, 2007). Center-based graph clustering algorithms are a class of local methods and they create a one-level partitioning of data objects and attempt to minimize the distance between nodes labeled in a particular community and a point designated as the center of that community. The center-based graph clustering objective function is as follows:

\[
J = \sum_{i=1}^{c} \sum_{k=1}^{g} D_{ik}
\]

where \(c\) is the number of communities, \(D_{ik}\) is the distance between \(n_i\) and \(n_k\), and \(n_i\) is the center of community \(i\). \(D_{ik}\) is defined as

\[
D_{ik} = \sum_{j=1}^{g} |a_{ij} - a_{ik}|, \text{ where } a \text{ is an entry of adjacency matrix } A \text{ with size of } g \times g \text{ (}g\text{ is the number of network nodes) for one node network.}
\]

The entry in the adjacency matrix, \(a_{ij}\), records which pairs of nodes are adjacent. In the adjacency matrix, if nodes \(n_i\) and \(n_j\) are adjacent, then \(a_{ij} = 1\), and if nodes \(n_i\) and \(n_j\) are not adjacent, then \(a_{ij} = 0\) (Wasserman and Faust, 1994). In this paper, we are focusing on networks whose links are not directed and are neither signed nor valued. If a link between two nodes is present, it goes both from \(n_i\) to \(n_j\) and from \(n_j\) to \(n_i\), thus, \(a_{ij} = 1\) and \(a_{ji} = 1\). In other words, the adjacency matrix for a non-directional relation network is symmetric, thus \(a_{ij} = a_{ji} = 1, \forall i,j\) (Wasserman and Faust, 1994).

In this approach, the node \(n_k\) is assigned to the community with the minimum distance to the center of the community, \(n_i \in G_i : \min_{i=1,...,g} D_{ik}\). In many real networks, nodes may be shared among different communities rather than being part of a specific community. Next subsection reviews the overlapping community detection models.

2.3. Overlapping community detection models

Communities are not always well separated in the real networks and the nodes may be shared among different communities and formed overlapping communities. Fig. 3(a) shows two well-separated communities. However, there is overlapping between two communities in Fig. 3(b) and two nodes are shared between two communities. Discovering and detecting overlapping communities which exist in the most real social networks is an important topic in social network analysis (Leskovec et al., 2008; Li, 2012) and the number of studies in this area, either heuristic or local search procedures, have recently increased (Fortunato, 2010; Fu et al., 2013; Santo, 2010; Wang et al., 2009; Xie et al., 2011). The intuition behind overlapping community detection models is based on the fact that the real complex networks are not usually divided into sharp sub-networks or communities; instead, nodes may naturally belong to more than one community (Malliaros and Vazirgiannis, 2013). One of the approaches for detecting overlapping communities is fuzzy logic theory. In recent studies, methods have been developed based on fuzzy relations and theory (Dave and Krishnapuram, 1997; Li, 2012; Schaeffer, 2007; Sun et al., 2011; Yan

![Fig. 2.](image-url) (a) A sample network when its center was considered, (b) right central node as single center, (c) left central node as single center, and (d) as two nodes. (For interpretation of the references to color in the text, the reader is referred to the web version of this article.)

![Fig. 3.](image-url) A sample of (a) duocentric communities and (b) overlapping duocentric communities.
and Hsiao, 1995) and fuzzy c-means (FCM) clustering model (Zhang et al., 2007).

Despite the fact that fuzzy clustering was developed and applied widely to general clustering tasks, little research can be found on fuzzy clustering in graph clustering (Schaeffer, 2007). In general, the past decade has been quiet concerning the application of fuzzy graph clustering in this area (Achlioptas et al., 2005; Wanga et al., 2013). Although some methods for discovering fuzzy overlapping communities have been presented recently, there is still space for improving their performance and universality (Schaeffer, 2007; Wanga et al., 2013). Fuzzy center-based clustering methods comprise a family of local graph clustering methods that can be formulated as the problem of minimizing an objective function. These methods assign the nodes to communities with different degree of belonging values and form overlapping communities. The most popular fuzzy center-based clustering model is fuzzy c-means (FCM) clustering and is mostly used in combination with other techniques for community detection (Jiang et al., 2009; Liu, 2010; Zhang et al., 2007). FCM clustering is the most well-known fuzzy clustering algorithm proposed by Dunn (1974) and extended by Bezdek (1981). It allows an object to belong to several clusters with different membership values and defines the degrees of belonging to the clusters by the type-1 fuzzy number as a crisp value over the interval [0, 1] (Gath and Geva, 1989). FCM partitions the data set into c clusters by minimizing the following evaluation function:

$$J = \sum_{i=1}^{c} \sum_{k=1}^{g} u_{ik}^{m} D_{ik}$$ (2)

where 1 ≤ m < ∞ is the fuzzifier parameter, $D_{ik} = \sum_{j=1}^{g} |a_{ijk} - a_{ijk}|$ and $a_{ijk} \in [0, 1]$ is the type-1 fuzzy membership degree of pattern $k = 1, ..., n$ in cluster $i = 1, ..., c$. To reduce the effect of outliers, Krishnapuram and Keller relaxed the condition of sum of the membership values to all clusters for each point is equal to 1 and introduced the Possibilistic c-means (PCM) (Krishnapuram and Keller, 1993). Golsefid et al. (2015) have extended FCM model for detecting overlapping communities as follows:

$$J = \sum_{i=1}^{c} \sum_{k=1}^{g} u_{ik}^{m} D_{ik} + \sum_{i=1}^{c} \sum_{j=1}^{g} (1 - u_{ik})^{m}$$ (3)

where, $\Delta_{i}$ is the density of cluster $i$. Updating formulas for fuzzy membership values and cluster center are:

$$u_{ik} = \left(1 + \frac{D_{ik}}{\Delta_{i}}\right)^{1/(m-1)}$$ (4)

$$n_{f} = \min\{\phi_{i}(u_{ij}) - \min_{j} u_{ij} \}$$ (5)

The structure of the community in all mentioned community detection models is considered as egocentric community and it forms around a single node. However, communities could be formed around two central nodes instead of a single node as we discussed earlier in Section 2.1. The existing models cannot detect duocentric communities. In this study, a new clustering method is defined which is able to detect communities with two central nodes. In the following section, a new approach to detect overlapping community will be introduced.

3. Proposed model

In this section, we introduce the proposed “Fuzzy Duocentric Community Detection Model” to detect overlapping duocentric communities in the complex networks. First, we define the center of community as duocenter with two central nodes. The membership values of nodes are determined by using the type-2 fuzzy numbers which indicates: (1) how much each node belongs to the both central nodes and (2) how it is shared among communities. Also, the compatible verification index with the proposed model is introduced to evaluate and compare the results of the proposed model with the existing approach in the literature.

3.1. Defining the duocenter of duocentric community

The main characteristic of a duocentric community is building community around a pair of central nodes. In this case, as shown in Fig. 1(b), we attempt to find a pair of central nodes which both nodes have high similarity with other non-central nodes and are also relevant and similar enough to each other to build a community. The similarity between central nodes and non-central nodes are measured based on the degree of central node. The degree of central node $n_{c}$ is equal to the number of connected nodes to $n_{c}$:

$$P(n_{c}) = \sum_{k=1}^{g} a_{jk}$$ (6)

where $a_{jk}$ indicates the relation between node $k$ and central node $n_{c}$. Similarly, the degree of central node $n_{f}$ is equal to:

$$P(n_{f}) = \sum_{k=1}^{g} a_{jk}$$ (7)

where $a_{jk}$ indicates the relation between node $k$ and central node $n_{f}$. The relation between two central nodes $n_{c}$ and $n_{f}$ is defined as:

$$P(n_{c} \cap n_{f}) = \sum_{k=1}^{g} \phi_{i}(u_{ij})$$ (8)

where, if $a_{jk} = 1$ and $a_{jk} = 1$, then $\phi_{i}(u_{ij}) = a_{jk} \cdot a_{jk} = 1$, and otherwise $\phi_{i}(u_{ij}) = 0$. Node $n_{c}$ and $n_{f}$ can build duocentric communities if they link to non-central nodes of community as much as possible, max$(P(n_{c}))$ and max$(P(n_{f}))$, and also have at least a minimum number of connections to the shared nodes, $P(n_{c} \cap n_{f}) > \Phi_{\text{min}}$.

For example, consider a community with 12 nodes as shown in Fig. 4. By assuming $\Phi_{\text{min}} = 3$, the communities in Fig. 4(b) and (c) are duocentric communities. However, Fig. 2(a) is not a duocentric community since $P(n_{c} \cap n_{f}) = 0 < \Phi_{\text{min}}$. The value of $\Phi_{\text{min}}$ determines the acceptable minimum number of shared nodes that should exist between the two central nodes. $P(n_{c} \cap n_{f}) \rightarrow 0$ led us to build two separated egocentric communities instead of one duocentric community. $\Phi_{\text{min}}$ determined the minimum desired dependency of $n_{c}$ and $n_{f}$ which should be higher than the average degree of the network and less than $g_{i} - 2$; $g_{i}$ is the number of a community’s nodes.

3.2. Proposed fuzzy duocentric community detection model

In our proposed model, since a community is built around a pair of nodes, both central nodes are considered in defining the structure of the model and assigning nodes to the communities.

Suppose that $G(N, \ell)$ is a network consisting of: a set of nodes, $N = \{n_{1}, n_{2}, ..., n_{g}\}$ and a set of lines, $\ell = \{l_{1}, l_{2}, ..., l_{k}\}$. The adjacency matrix of size $g \times g$ is denoted as $A$ and entries in this adjacency matrix, $a_{ij}$, equal to 1 if nodes $n_{i}$ and $n_{j}$ are adjacent, and equal to...
0 if nodes \( n_i \) and \( n_j \) are not adjacent. The duocentric community detection objective function from (1) becomes:

\[
J = \sum_{i=1}^{c} \sum_{k=1}^{g} (D_{ik}^1 + D_{ik}^2)
\]

(9)

where \( D_{ik}^1 = \sum_{j=1}^{g} w_j |a_{ij} - a_{ij}| \) is the distance of node \( n_k \) to \( n_i \) and \( D_{ik}^2 = \sum_{j=1}^{g} w_j |a_{ij} - a_{ij}| \) is the distance of node \( n_k \) to \( n_i \). We also consider \( w_j \) in measuring distance which it indicates how much node \( j \) connects to other nodes and it is calculated as \( w_j = \sum_{j=1}^{\tilde{g}} a_{ij} / \tilde{g} \). \( N^{1,2} = \{n_1^{1,2}, ..., n_g^{1,2}\} \) is a set of duocenters where \( n_i^{1,2} = n_i \) and \( r, i' \) are the index numbers of duocentric nodes of the community \( i \).

A duocentric community is formed around two central nodes; therefore, the degree of belonging should be defined based on both central nodes. In this case, the type-1 fuzzy membership values are not able to determine the degree of belonging. However, the type-2 fuzzy number is able to express the nodes’ degree of belonging to the duocentric community base on the interval values.

As shown in Fig. 5, the type-1 fuzzy membership values are between zero and one, whereas the type-2 fuzzy membership values are considered as type-1 fuzzy membership values themselves, \( \tilde{u}_{ik} = [\tilde{u}_{ik}, \tilde{u}_{ik}] \). This interval type-2 fuzzy set is described as follows (Mendel and John, 2002):

\[
\tilde{U} = \int_{x \in X} \int_{u \in \tilde{u}_{ik}} 1/(x, u) = \int_{x \in X} \left[ \int_{u \in \tilde{u}_{ik}} 1/u \right] /x
\]

(10)

where \( x \) is the primary variable, \( J_x \), an interval in \([0, 1]\), is the primary membership of \( x \), \( u \) is the secondary variable, and \( \int_{u \in \tilde{u}_{ik}} 1/u \) is the secondary membership function (MF) at \( x \) (Mendel, 2007).

In the proposed model, we used the membership values as type-2 fuzzy numbers to measure how much each node belongs to both the central nodes and how it is shared among communities. The proposed model was defined based on a dual center fuzzy clustering model (Colsefid and Fazel Zarandi, 2015) and we adjusted it for detecting overlapping communities in the complex networks.

Now consider the problem of minimizing \( J \) by putting \( \tilde{U} \) as degree of belonging to duocentric community in (9):

\[
J(\tilde{U}, N^C) = \sum_{i=1}^{c} \sum_{k=1}^{g} (\tilde{u}_{ik}^m D_{ik}^{m \max} + \tilde{u}_{ik}^m D_{ik}^{m \min})
\]

(11)

where \( m \in [1, \infty) \) is a fuzzy weighting exponent. Here, \( \tilde{u}_{ik} \) denotes the \( k \)th column of \( \tilde{U} \in m, \) that is, \( \tilde{U}_{ik} = (\tilde{u}_{ik}, ..., \tilde{u}_{ik}) \) as lower membership values and \( \tilde{U}_{ik} = (\tilde{u}_{ik}, ..., \tilde{u}_{ik}) \) as upper membership values, \( 1 \leq k \leq g \). \( D_{ik}^{m \max} \) and \( D_{ik}^{m \min} \) are the minimum and maximum distance between node \( k \) and two central nodes of cluster \( i \). Since it is not specified which distance from \( n_k \) to which central node \( n_i \) or \( n_i' \) is maximum or minimum, we define \( D_{ik}^{m \max} \) and \( D_{ik}^{m \min} \) as follows:

\[
D_{ik}^{m \max} = 0.5(D_{ik}^1 + D_{ik}^2 + D_{ik}^{1 \min} - D_{ik}^{2 \min})
\]

\[
D_{ik}^{m \min} = 0.5(D_{ik}^1 + D_{ik}^2 + D_{ik}^{1 \max} - D_{ik}^{2 \max})
\]

(12)

where, \( D_{ik}^1 = \sum_{j=1}^{g} w_j |a_{ij} - a_{ij}| \), \( D_{ik}^2 = \sum_{j=1}^{g} w_j |a_{ij} - a_{ij}| \), and \( w_j = \sum_{j=1}^{g} a_{ij} / n \). Therefore, \( D_{ik}^{m \max} \geq D_{ik}^{m \min} \), and consequently \( \tilde{u}_{ik} \in \tilde{u}_{ik}, \forall i, k \).

Eq. (11) is minimization function. For not assigning membership values to 0 in minimization function, \( \Delta_i \) is considered as the density of community. The proposed objective function is formulated as:

\[
J(\tilde{U}, N^C, \Delta) = \sum_{i=1}^{c} \sum_{k=1}^{g} (\tilde{u}_{ik}^m D_{ik}^{m \max} + \tilde{u}_{ik}^m D_{ik}^{m \min}) + \sum_{i=1}^{c} \sum_{j=1}^{g} ((1 - \tilde{u}_{ik})^m + (1 - \tilde{u}_{ik})^m)
\]

(13)

where \( \Delta_i \) is the density of cluster \( i \), which its value will be discussed later. The first part minimizes the distance from the duocenters as much as possible, and the second part forces \( \tilde{u}_{ik} \) to be as large as possible, thus avoiding the trivial solution.

**Theorem.** If \( D_{ik}^1 > 0 \) and \( D_{ik}^2 > 0 \) for all \( i \) and \( k \), and \( G(N, \ell) \) is a network consisting of a set of nodes, \( N = \{n_1, n_2, ..., n_g\} \), and a set of lines, \( \ell = \{l_1, l_2, ..., l_\ell\} \). Then \( \tilde{U} \) may be a global minimum for \( J(\tilde{U}, N^C, \Delta) \) only if updating formulas for type-2 fuzzy membership values are:

\[
\tilde{u}_{ik} = \frac{1}{1 + (D_{ik}^{m \max} / \Delta_i)^{1/(m-1)}}
\]

(14)

and the duocenters of cluster \( i \) are defined as:

\[
n_i, n_i' = \arg \min_{n_i, n_i'} \left\{ \sum_{j=1}^{g} w_j (a_{ij} + a_{ij'}) - \sum_{k=1}^{g} w_j a_{ij} / \sum_{k=1}^{g} w_j a_{ij} \right\}
\]

(15)

where \( \{n_i, n_i'\} \in G^D, G = \{n_i, n_i' | P(n_i' \cap n_i) > \Phi_{\text{min}}\} \).

The proof of theorem will be presented in Appendix A.

Based on our experiments, we suggest that the values of \( \Delta_i \) could be considered as a constant positive number or estimated as the proportion of common relations between duocenters to all the links presented in the network and calculated as:

\[
\Delta_i = \frac{P(n_i' \cap n_i)}{g}
\]

(16)
The $\Delta_1$ goes from 0, if there is no relation between duocenters, and goes to 1, if all graph's nodes have relation with both central nodes. The higher value of $\Delta_1$ shows the greater number of connections from duocenters to other non-central nodes and more dense clusters.

Fig. 6 illustrates the new fuzzy duocentric community detection algorithm. After calculating the degree of each node and the distance matrix, all possible pairs of nodes which $P(n_i \cap n_r) > \phi_d$ are put in set $g^D$. Therefore, instead of searching all nodes for determining the duocenters, only members of this set are evaluated for redetermining the duocenters in each algorithm iteration.

The necessary condition of the convergence of the proposed algorithm in Fig. 6 is met when:

$$\lim_{l \to \infty} \| \tilde{u}^{(l)} - \tilde{u}^{(l-1)} \| = 0$$

(17)

The proof of this condition and the proposed algorithm convergence will be presented in Appendix B.

3.3. Proposed verification index

In this subsection, the compatible verification index with the proposed model is defined to establish sufficient confidence in the proposed model. The proposed model is verified by evaluating the technical correctness of model equations (Coyle and Exelby, 2000). The objective function of the proposed fuzzy duocentric community detection model in (13) minimizes the distance between the community nodes and two central nodes. The proposed verification index checks that the structure of the proposed clustering model optimizes the distance between the non-central and two central nodes. Therefore, the model equations are verified, if these distances become minimum. The minimum distance from $n_k$ to cluster $i$ from (14) is equal to following equation:

$$D_{ik}^{\min} = \Delta_i \left( \frac{1 - \tilde{u}_{ik}}{u_{ik}} \right)^{m-1}$$

(18)

So, if $n_k$ is close to either $n_r$ or $n_r$, the objective function minimizes the distance between the non-central nodes and central nodes. Therefore, the verification index is defined as following:

$$I_{\text{Verification}}^{GFT^2} = \frac{1}{nc} \sum_{k=1}^{n} \sum_{i=1}^{c} \left( \Delta_i \left( \frac{1 - \tilde{u}_{ik}}{u_{ik}} \right)^{m-1} \right)$$

(19)

where $I_{\text{Verification}}^{GFT^2}$ measures the average closer distance between non-central nodes and central nodes based on upper type-2 fuzzy membership values and density of communities. Similarly, for type-1 fuzzy clustering (19) becomes as following:

$$I_{\text{Verification}}^{GFT} = \frac{1}{nc} \sum_{k=1}^{n} \sum_{i=1}^{c} \left( \Delta_i \left( \frac{1 - u_{ik}}{u_{ik}} \right)^{m-1} \right)$$

(20)

4. Experimental results

In this section, the performance of the proposed fuzzy duocentric community detection model is shown by several examples.

---

**Fig. 5.** (a) Type-1 and (b) type-2 fuzzy membership values.

**Fig. 6.** The proposed fuzzy duocentric community detection algorithm.
Additionally, the results of the proposed algorithm are compared with the fuzzy egocentric community detection algorithm such as PCM. The results were illustrated by using Gephi software (Bastian et al., 2009).

Example 1 is a visible and understandable simple data set which indicates the difference between type-1 and type-2 fuzzy membership values for egocentric and duocentric community. Example 2 consists of two generated communities to indicate how node’s degree of belonging to the community is dependent on its situation and connections in the community. The proposed model is also applied on Example 3, an artificial network, to evaluate the performance of the proposed model and compare it to the PCM model. Examples 4 and 5 are a part of the facebook network and a co-authorship network, respectively.

In all examples, the density of the communities and fuzzifier parameter were considered as $\Delta = 1$ and $m = 1.5$. The maximum possible value of the distance between central nodes and non-central nodes is $d^{\text{max}} = 1 \Rightarrow \bar{u} = 1 / 1 + (1/1)^{1/(m-1)}$, and the minimum possible distance is $d^{\text{min}} = 0 \Rightarrow \bar{u} = 1 / 1 + (0/1)^{1/(m-1)}$. Therefore, the type-2 fuzzy membership values are between 0.5 and 1, $\bar{u} = [0.5, 1]$.

Example 1. This simple example indicates the difference between type-1 and type-2 fuzzy numbers in defining the degree of belonging to a community. The network consists of 10 nodes as shown in Fig. 7. Nodes $n_3$ and $n_6$ could be considered as central node since they had more connections compare to the other nodes. Fig. 7 shows the network, when it is considered as egocentric network.

In egocentric community which a community’s center is a single node, the degree of belonging is determined as type-1 fuzzy membership values. The nodes’ degree of belonging to the community when $n_3$ and $n_6$ are the center of the community are shown in Fig. 7(a) and (b), respectively.

The structure of this community also could be considered as the duocentric community. In this case, both nodes $n_3$ and $n_6$ form the center of the community as shown in Fig. 8. The nodes’ degree of belonging to this duocentric community are determined based on type-2 fuzzy membership values.

The type-1 and type-2 membership values are shown in Table 1. The degree of belonging to the egocentric community were calculated as type-1 fuzzy membership value using (4). The degree of belonging to the duocentric community are calculated as type-2 fuzzy membership value using (14). Consider $n_4$ as an example, the type-1 fuzzy membership value of $n_4$ is $u_4 = 0.8930$ when the center of egocentric community is $n_5$ and it is $u_4 = 0.8482$ when center is $n_6$. However, the degree of belonging to the duocentric community is equal to $\bar{u}_4 = [0.8482, 0.8930]$.

Example 2. Example 2 contains 21 nodes as shown in Fig. 9. There are two duocentric communities in this sample network. The
degrees of belonging to the communities were calculated by using (14). Node $n_{11}$ is considered in three different situations in the network. In first case, $n_{11}$ do not have any connections to the both communities as shown in Fig. 9(a). Since $n_{11}$ do not connect to the neither central nodes of community 1 nor community 2, the type-2 fuzzy membership value of $n_{11}$ to both communities are the same and equal to $\tilde{u}_{1,11} = \tilde{u}_{2,11} = [0.5, 0.5]$. In second case, $n_{11}$ is connected to the one of the central node of community 1, $n_5$, and both central nodes of community 2, $n_{16}$ and $n_{17}$ as shown in Fig. 9(b). The degree of belonging $n_{11}$ to community 1 is $\tilde{u}_{1,11} = [0.5640, 0.5935]$ and to community 2 is $\tilde{u}_{2,11} = [0.6668, 0.6668]$. In third case, node $n_{11}$ connects to the central node of community 1, while it connects to the one of the non-central node of community 2. It still connects to community 2 but the connection is not as strong as its connection to community 1. The type-2 fuzzy membership value to community 1 is equal to $\tilde{u}_{1,11} = [0.5664, 0.5867]$. However, its degree of belonging to community 2 is equal to $\tilde{u}_{2,11} = [0.5000, 0.5182]$ as shown in Fig. 9(c). Type-2 membership values are able to determine the degree of belonging to duocenters and also the overlapping among communities. Table 2 indicates the generated type-2 fuzzy membership for these three cases by using (14).

In addition, this network was segmented by PCM using (3) and its results were compared to the results of the proposed model based on the proposed verification index. The verification index for the proposed model using (19) is equal to $\tilde{I}_{\text{Verification}}^{\text{p}(2)} = 0.4134$. However, the value of verification index for PCM using (20) is equal to $\tilde{I}_{\text{Verification}}^{\text{p}(1)} = 0.4351$. Therefore, the performance of the proposed model is better than PCM since the value of verification for the proposed model is lower than PCM model.

**Example 3.** This generated network consists of 75 nodes and 124 links as shown in Fig. 10(a). There are three duocentric communities in this network and the performance of PCM and the proposed fuzzy duocentric community detection model were evaluated to detect these three communities.

First, this sample was segmented based on PCM model using (3) and its result is shown in Fig. 10(b). The nodes’ type-1 fuzzy membership values were calculated using (4) and illustrated in Fig. 11(a). Nodes were assigned to the community which had the highest type-1 fuzzy membership value compared to other communities. The member of community 1, 2 and 3 are shown respectively by blue, green and red. The center of the communities were determined based on (5) as $n_1^2 = n_{54}$, $n_2^2 = n_{29}$ and $n_3^2 = n_{41}$. The communities’ centers are shown by darker colors and doubled line in Fig. 10(b).

Then the network was segmented by the proposed fuzzy duocentric community detection model using (13). The nodes’ type-2 fuzzy membership values were calculated using (14) and illustrated in Fig. 11(b). Nodes were assigned to the community which both lower and upper membership values were higher than other communities. The members of community 1, 2 and 3 are shown respectively by blue, green and red. The duocenters of the communities are determined based on (15) as $n_1^2 = [n_1, n_{54}], n_2^2 = [n_{29}, n_{41}]$ and $n_3^2 = [n_{61}, n_{65})$. The communities’ centers are shown by darker colors and doubled line in Fig. 10(c).

The results of segmentation by PCM algorithm and the proposed model were compared based on the proposed verification index. The verification index for the proposed model using (19) is equal to $\tilde{I}_{\text{Verification}}^{\text{p}(2)} = 0.3113$. However, the value of verification index for PCM using (20) is equal to $\tilde{I}_{\text{Verification}}^{\text{p}(1)} = 0.3339$. The value of $\tilde{I}_{\text{Verification}}^{\text{p}(2)}$ is lower than $\tilde{I}_{\text{Verification}}^{\text{p}(1)}$. Therefore, the performance of the proposed model is better than PCM. The network in Fig. 10(a) would benefit from identifying duocenters as shown in Fig. 10(c) rather than detecting egocentric communities as shown in Fig. 10(b).

**Example 4.** The forth example is a real ego-facebook network which indicates a friendship network of a person on Facebook. This sample consists of 110 nodes and 453 links as shown in Fig. 12(a). The number of connected nodes is 78. The network was segmented based on PCM model using (3) and its result is shown in Fig. 12(b). The nodes’ type-1 fuzzy membership values were calculated using (4) and illustrated in Fig. 13(a). Nodes were assigned to the community which had highest membership value compared to
Table 2
Example 2: type-2 fuzzy membership values resulting from fuzzy duo-centric community detection model.

<table>
<thead>
<tr>
<th>Node</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tilde{u}_1$</td>
<td>$\tilde{u}_2$</td>
<td>$\tilde{u}_1$</td>
</tr>
<tr>
<td>$n_1$</td>
<td>0.5610</td>
<td>0.5718</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_2$</td>
<td>0.5610</td>
<td>0.5718</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_3$</td>
<td>0.5939</td>
<td>0.6166</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_4$</td>
<td>0.6639</td>
<td>0.6882</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_5$</td>
<td>0.7005</td>
<td>0.7503</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_6$</td>
<td>0.7005</td>
<td>0.7503</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_7$</td>
<td>0.6639</td>
<td>0.6882</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_8$</td>
<td>0.5939</td>
<td>0.6166</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_9$</td>
<td>0.5610</td>
<td>0.5718</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_{10}$</td>
<td>0.5610</td>
<td>0.5718</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_{11}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
</tr>
<tr>
<td>$n_{12}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5610</td>
</tr>
<tr>
<td>$n_{13}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5610</td>
</tr>
<tr>
<td>$n_{14}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5539</td>
</tr>
<tr>
<td>$n_{15}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.6639</td>
</tr>
<tr>
<td>$n_{16}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.7005</td>
</tr>
<tr>
<td>$n_{17}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.7005</td>
</tr>
<tr>
<td>$n_{18}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.6639</td>
</tr>
<tr>
<td>$n_{19}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5939</td>
</tr>
<tr>
<td>$n_{20}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5610</td>
</tr>
<tr>
<td>$n_{21}$</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5610</td>
</tr>
</tbody>
</table>

Fig. 10. Example 3: (a) an artificial network consists of three duo-centric communities, (b) communities were detected by the PCM, and (c) communities were detected by the proposed model. (For interpretation of the references to color in the text, the reader is referred to the web version of this article.)

other communities. The member of community 1 and 2 are shown respectively in blue and red. The center of the communities are determined based on (5) as $n_{40}^T = n_{40}$. The communities' centers are shown by darker color and doubled line in Fig. 12(b), Then the network is segmented by the proposed fuzzy duo-centric community detection model using (13). The member of community 1 and 2 are shown respectively in blue and red. The duocenters of the communities were determined based on (15)

Fig. 11. Example 3: (a) type-1 fuzzy membership value of the communities detected by the PCM and (b) type-2 fuzzy membership values of the communities detected by the proposed fuzzy duo-centric community detection model. (For interpretation of the references to color in the text, the reader is referred to the web version of this article.)
as $n_1^* = \{n_{40}, n_{37}\}$, $n_2^* = \{n_{12}, n_{30}\}$. The communities’ duocenters are shown by darker colors and doubled line in Fig. 12(c). The nodes’ type-2 fuzzy membership values were calculated using (14) and illustrated in Fig. 13(c). Nodes are usually assigned to the community with the maximum membership value. Here, membership values are interval numbers and in some cases both lower and upper membership values are not higher than others. For example, the membership values of node $n_{56}$ are $\tilde{u}_{1.56} = [0.5503, 0.5503]$ and $\tilde{u}_{2.56} = [0.5313, 0.5613]$, therefore, $\tilde{u}_{1.56} = \tilde{u}_{2.56}$ and $\tilde{u}_{1.56} < \tilde{u}_{2.56}$. Similarly, the membership values of node $n_{65}$ were $\tilde{u}_{1.65} = [0.5061, 0.5061]$ and $\tilde{u}_{2.65} = [0.5000, 0.5061]$. These situations show how the type-2 fuzzy membership values can describe the nodes’ sharing among the communities and detect the overlapping communities in uncertain situation which existing approaches are more limited in this respect.

The results of segmentation by PCM algorithm and the proposed model were compared based on the proposed verification index. The verification index for the proposed model using (19) is equal to $V_{\text{Verification}} = 0.4194$. However, the value of verification index for PCM using (20) is equal to $V_{\text{Verification}} = 0.4312$. Therefore, the performance of the proposed model is better than PCM since the value of verification for the proposed model is lower than PCM model.

Example 5. The last example is a real co-authorship network of scientists who were working on network theory and experiments, as compiled by Newman (2006). Scientific collaboration is a complex phenomenon that improve the sharing of competence and production of new scientific knowledge. Social network analysis is often used to describe the collaboration patterns defined by co-authorship relationship. This network includes 1589 nodes and 2792 links, as shown in Fig. 14(a). To detect communities, first we consider the largest connected component of this network. This connected network consists of 379 nodes and 914 links, as shown in black color in Fig. 14(a).

The network was segmented based on the PCM model using (3) into 10 communities. As shown in Fig. 14(b), the center of the communities were determined based on (5) as $\Phi = \{n_{65}, n_{4}, n_{5}, n_{16}, n_{15}, n_{25}, n_{70}, n_{45}, n_{53}, n_{12}\}$. The nodes’ type-1 fuzzy membership values were calculated using (4) and illustrated in Fig. 15.

The network was also segmented by the proposed fuzzy duocentric community detection model using (13). The duocenters of the communities using (15) are $n^* = \{\{n_{22}, n_{24}\}, \{n_{4}, n_{16}\}, \{n_{5}, n_{15}\}, \{n_{70}, n_{303}\}, \{n_{231}, n_{236}\}, \{n_{52}, n_{170}\}, \{n_{118}, n_{214}\}, \{n_{112}, n_{131}\}, \{n_{85}, n_{86}\}, \{n_{32}, n_{33}\}\}$. As shown in Fig. 14(c). The nodes’ type-2 fuzzy membership values were determined by using (14) and illustrated in Fig. 15.

The verification index values, $V_{\Phi^T}$ and $V_{\Phi}$, were calculated when number of communities being between 2 and 10 as shown in Fig. 16. The maximum number of communities was considered as 10 communities since the number of members of set $g^2$ is equal to 10. When $\Phi_{\text{min}} = 5$ and the number of duocentric communities could not be more than the number of existing duocentrsin the network. In addition, the optimum number of communities in this example is 10 communities. Since, the values of

Fig. 12. Example 4: (a) an age-facebook network, (b) communities were detected by the PCM, and (c) communities were detected by the proposed fuzzy duocentric community detection model. (For interpretation of the references to color in the text, the reader is referred to the web version of this article.)
verification index between 2 and 10 is minimum at this point. When the number of communities is equal to 10, the verification index for the proposed model using (19) is equal to $I_{\text{Verification}}^{GFT^2} = 0.0925$. However, the value of verification index for PCM using (20) is equal to $I_{\text{Verification}}^{GFT^1} = 0.1079$. Therefore, the performance of the proposed model is better than PCM since the value of verification for the proposed model is lower than PCM model. As shown in Fig. 16, the trend of verification index for the proposed model is generally lower than the PCM model which shows its better performance.

The verification index values for all examples are shown in Table 3. As results show, the values of $I_{\text{Verification}}^{GFT^2}$ are lower than $I_{\text{Verification}}^{GFT^1}$ which indicates the better performance of segmentation by the proposed model rather than PCM model.

![Fig. 14. Example 5: (a) a real co-authorship network of scientists working on network theory and experiment, (b) centers were detected by the PCM, and (c) duocenters were detected by the proposed model.](image1)

![Fig. 15. Example 5: the type-1 and type-2 fuzzy membership values.](image2)

Table 3

<table>
<thead>
<tr>
<th>Example</th>
<th>No. of nodes</th>
<th>No. of edges</th>
<th>No. of connected nodes</th>
<th>No. of connected edges</th>
<th>$\Phi_{\text{min}}$</th>
<th>No. of communities</th>
<th>$I_{\text{Verification}}^{GFT^1}$</th>
<th>$I_{\text{Verification}}^{GFT^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1</td>
<td>10</td>
<td>13</td>
<td>10</td>
<td>13</td>
<td>4</td>
<td>1</td>
<td>0.4308</td>
<td>0.3538</td>
</tr>
<tr>
<td>Example 2</td>
<td>21</td>
<td>27</td>
<td>20</td>
<td>27</td>
<td>4</td>
<td>2</td>
<td>0.4351</td>
<td>0.4134</td>
</tr>
<tr>
<td>Example 3</td>
<td>75</td>
<td>124</td>
<td>75</td>
<td>124</td>
<td>5</td>
<td>3</td>
<td>0.3339</td>
<td>0.3113</td>
</tr>
<tr>
<td>Example 4</td>
<td>86</td>
<td>453</td>
<td>78</td>
<td>453</td>
<td>10</td>
<td>2</td>
<td>0.4312</td>
<td>0.4194</td>
</tr>
<tr>
<td>Example 5</td>
<td>1589</td>
<td>2792</td>
<td>379</td>
<td>914</td>
<td>5</td>
<td>10</td>
<td>0.1079</td>
<td>0.0925</td>
</tr>
</tbody>
</table>
5. Conclusion

In this paper, a graph clustering model was defined for detecting overlapping duocentric communities in the complex networks. Our proposed model was developed based on an extension of a center-based objective function clustering model to dual center clusters. In the case that there are two central actors in a community, it is difficult if not impossible to detect the community around only one node. Our proposed duocentric community detection model is able to identify the communities with two active actors and also determine the degree of belonging to such communities.

The nodes’ membership values to the communities were defined as type-2 fuzzy numbers, which indicate the degree of belonging to both central nodes as upper and lower membership values. Moreover, in this case in which communities do not have sharp boundaries, interval type-2 fuzzy membership values are able to describe how nodes are shared between the communities and formed overlapping communities.

The compatible verification index was proposed to evaluate the performance of the proposed model and PCM. Results indicated that the proposed fuzzy duocentric community detection model was able to detect duocentric communities especially when they were not well-separated from each other. The interval fuzzy type-2 membership values were determined the strength of belonging to both central nodes and distinguish between nodes which were close to both central nodes, close to only one of them, or not close to none of them. Our proposed model is able to describe this kind of degree of belonging that previous approaches are unable to.

Appendix A.

Proof of Theorem. All elements $\tilde{u}_{ik}$ of $\tilde{U}, \forall i, k$, are independent. Therefore, minimizing $J(\tilde{U}, N^c, \Delta)$ with respect to $\tilde{U}$ is equivalent to minimizing $J(\tilde{u}_{ik}, n_{1,i}^{1,2}, \Delta_i)$ with respect to $\tilde{u}_{ik}$. To find the first-order necessary conditions for optimality, the gradients of $J(\tilde{u}_{ik}, n_{1,i}^{1,2}, \Delta_i)$ with respect to $\tilde{u}_{ik}$, $\tilde{u}_{ik}$ and $\tilde{u}_{ik}$, are set to zero:

$$
\frac{\partial J}{\partial \tilde{u}_{ik}} = m\tilde{u}_{ik}^{m-1} - m\Delta_i(1 - \tilde{u}_{ik})^{m-1} = 0 \Rightarrow \tilde{u}_{ik} = \frac{1}{1 + (\frac{\Delta_{\text{max}}}{\Delta_i})^{1/(m-1)}}
$$

$$
\frac{\partial J}{\partial \tilde{u}_{ik}} = m\tilde{u}_{ik}^{m-1} - m\Delta_i(1 - \tilde{u}_{ik})^{m-1} = 0 \Rightarrow \tilde{u}_{ik} = \frac{1}{1 + (\frac{\Delta_{\text{max}}}{\Delta_i})^{1/(m-1)}}
$$

(A.1)

To find the optimal community center node, if $D_{ik}^1 > D_{ik}^2$ we have:

$$
\frac{\partial J}{\partial \tilde{u}_{ik}} = 0 \Rightarrow \frac{\partial}{\partial \tilde{u}_{ik}} \left[ \sum_{k=1}^{g} \sum_{j=1}^{u_k} w_{ij} a_{ij} - \tilde{u}_{ik} \right] = 0
$$

(A.2)

is solved together if $n_{ik}$ and $n_{ik'}$ are the duocenters of community $i$ and has the minimum distance to other community members with respect to their membership values, $\tilde{u}_{ik}$. Thus, we have:

$$
\sum_{j=1}^{g} w_{ij} a_{ij} = \left( \sum_{k=1}^{u_k} w_{ik} \right) \Rightarrow \min \left\{ \sum_{j=1}^{g} w_{ij} a_{ij} - \sum_{k=1}^{u_k} w_{ik} \right\}
$$

(A.3)

from (A.3), the duocenters of community $i$ are defined as:

$$
n_{ik}, n_{ik'} = \arg_{n_{ik}, n_{ik'}} \min \left\{ \sum_{j=1}^{g} w_{ij} (a_{ij} + a_{ij'}) - \sum_{k=1}^{u_k} w_{ik} a_{ik} - \sum_{k=1}^{u_k'} w_{ik'} a_{ik'} \right\}
$$

(A.4)

If $D_{ik}^2 > D_{ik}^1$, the result is the same.

Appendix B.

The necessary condition of the convergence of the proposed algorithm in Fig. 6 is met when:

$$
\lim_{t \to \infty} ||\tilde{U}^{(t)} - \tilde{U}^{(t-1)}|| = 0
$$

(B.1)

The iterative formula for $\tilde{u}_{ik}$ follows from the classical gradient descent method, with $f_m$ as the error function to be minimized, namely:

$$
\tilde{u}_{ik}^{(t)} = \tilde{u}_{ik}^{(t-1)} - \alpha(t) \frac{\partial f_m(\tilde{u}_{ik}, n_{1,ik}^{1,2}, \Delta_i^{(t-1)})}{\partial \tilde{u}_{ik}}
$$

(B.2)
where, \( \omega(t) \) is a positive learning rate parameter and 
\[
\frac{\partial J_m(\theta_k, \theta_k^{1-2}, \Delta)}{\partial \theta_k} 
\]
(\( t - 1 \)) is the gradient of \( J_m \) with respect to \( \theta_k \) at 
(\( t - 1 \)) iteration. Rewriting (B.2) for \( \tilde{J} \) gives:
\[
\tilde{J}^{(t)} - \tilde{J}^{(t-1)} = -\omega(t) \frac{\partial J_m(\tilde{U}, \tilde{N}^c, \Delta)^{(t-1)}}{\partial \tilde{U}} 
\]
(B.3)

Now putting (B.3) in (B.1):
\[
\lim_{t \to \infty} \| \tilde{J}^{(t)} - \tilde{J}^{(t-1)} \| = \lim_{t \to \infty} \left( \| \sigma^{(t)} \| \left\| \frac{\partial J_m(\tilde{U}, \tilde{N}^c, \Delta)^{(t-1)}}{\partial \tilde{U}} \right\| \right) 
\]
(B.4)

By considering \( \omega(t) = \frac{\sigma^{(t)}}{\| \sigma^{(t)} \|} \), (B.4) becomes:
\[
\lim_{t \to \infty} \| \tilde{J}^{(t)} - \tilde{J}^{(t-1)} \| = \lim_{t \to \infty} \| \sigma^{(t)} \| = 0 
\]
(B.5)

where, \( \sigma^{(t)} = \sigma^{(t)} / t \) in which \( \sigma^{(t)} \) is a constant value and since
then \( \sigma^{(t)} \to 0 \) when \( t \to \infty \). Therefore, (B.5) is proved and, conse-
quently, the proposed algorithm is convergent.
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